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Recently, the family of high-resolution scanning probe imaging techniques using decorated tips has been
complemented by a method based on inelastic electron tunneling spectroscopy (IETS). The new technique
resolves the inner structure of organic molecules by mapping the vibrational energy of a single carbon
monoxide (CO) molecule positioned at the apex of a scanning tunneling microscope (STM) tip. Here, we
explain high-resolution IETS imaging by extending a model developed earlier for STM and atomic force
microscopy (AFM) imaging with decorated tips. In particular, we show that the tip decorated with CO acts
as a nanoscale sensor that changes the energy of its frustrated translation mode in response to changes
of the local curvature of the surface potential. In addition, we show that high resolution AFM, STM, and
IETS-STM images can deliver information about the charge distribution within molecules deposited on a
surface. To demonstrate this, we extend our mechanical model by taking into account electrostatic forces
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acting on the decorated tip in the surface Hartree potential.
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One of the most exciting and significant breakthroughs
in the field of scanning probe microscopy in the last years
is undoubtedly the achievement of high-resolution STM [1]
and AFM [2] images of molecular structures with func-
tionalized tips [3-5]. In general, the high-resolution
images, being typically acquired in the regime where the
tip-surface interaction becomes repulsive, are characterized
by the presence of sharp features in both intra- and
intermolecular regions. The sharp ridges observed in the
intramolecular region often mimic the internal molecular
structure [4,6], with only a few exceptions [7,8]. The
capability of AFM/STM to resolve internal atomic and
chemical structures in real space opened new horizons for
the characterization of molecules and surfaces at the atomic
scale [6,9—17].

The origin of the high resolution of molecular structures
in AFM and STM images has been attributed to Pauli
repulsion [2,4,18] and the bending of the functionalized tip
apex [6]. Recently, we introduced a simulation model
which provides a unified insight into the detailed mecha-
nism of the high-resolution imaging with decorated tips in
both AFM and STM [8]. According to the model, the
decorated tip apex acts as a nanoscale force sensor that
responds with significant relaxations of the decorating
particle (probe particle) towards local minima of the tip-
sample interaction potential at close distances. These
relaxations cause kinks in both the frequency shift and
the tunneling current signals and thus become observable in
AFM and STM images as sharp contrast features [8].
Although the model of Ref. [8] was originally used to
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confirm the decisive role of Pauli repulsion in high-
resolution STM and AFM imaging of molecular structures
with functionalized tips, it must be noted that imaging of
other types of interactions (e.g., electrostatic) should also
be possible. Namely, the influence of the intramolecular
charge distribution [19] on the molecular contrast has not
been analyzed in detail yet.

Inelastic electron tunneling spectroscopy (IETS) [20] is a
well-established technique, which has been used to per-
form, e.g., chemical identification [21] or reaction [22-24]
and molecular manipulation [25]. Very recently, Chiang
et al. [26] introduced a novel approach of high-resolution
molecular imaging by means of IETS. They obtained high-
resolution images of a cobalt-phthalocyanine (CoPc)
molecule deposited on the Ag(110) surface by mapping
the IETS feature corresponding to the frustrated translation
vibrational mode of a CO molecule attached to the STM
tip. The IETS-STM maps of Chiang et al. show the sharply
resolved structure of the molecular skeleton (i.e., the
positions of atoms and bonds), very similar to the high-
resolution AFM/STM images with functionalized tips
[1,2]. Also the constant-height STM image recorded during
IETS mapping (see Fig. S4 in Ref. [26]) shows character-
istic sharp contrast features similar to those observed in
earlier STM experiments [1,4,27]. Further proliferation of
the IETS-STM imaging method, as well as the precise
interpretation of the experimental results, strongly depends
on a detailed understanding of the imaging mechanism.
However, the underlying mechanism of the high-resolution
IETS-STM images has not been addressed yet.
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In this Letter, we provide an explanation of the origin
of the high-resolution IETS-STM images of Ref. [26].
We show how the frequency of the frustrated translation
mode of the probe particle terminating the tip is influenced
by changes of the surface potential. The IETS-STM
imaging can thus be seen as another utilization of the
nanoscale sensor functionality of the decorated tip [4],
mapping the interactions between the tip and the surface
and transducing it—in this case—into the characteristic
IETS signal. We also extend our AFM/STM simulation
model [8] by including the electrostatic force acting on the
functionalized probe in the surface Hartree potential. This
allows us to analyze in detail the influence of electrostatic
forces on high-resolution images. By applying the extended
model to the analysis of the IETS-STM images of
CoPc/Ag(110) reported by Chiang et al. [26], we dem-
onstrate that the decorated tip is also sensitive to the
electrostatic interaction between a charge localized on
the tip apex and an electrostatic polarization generated
by the inhomogeneous charge distribution inside the CoPc
molecule.

We start by briefly summarizing the basic ingredients
of our mechanical model; for details, see Ref. [8]. A single
atom or a small molecule decorating the apex of a metal
tip is modeled by a single point particle interacting via van
der Waals attraction and Pauli repulsion with the atoms of
the surface and the metallic tip apex atom. These inter-
actions are described by empirical pairwise Lennard-Jones
(LJ) potentials. The repulsive branch of the LJ potential
describes the Pauli repulsion that plays the key role in the
high-resolution imaging. Additionally, in order to simulate
the cylindrical confinement potential of the tip, the move-
ment of the probe particle is constrained by a lateral
harmonic potential below the metallic tip apex. The
harmonic potential determines the lateral “bending” stiff-
ness k of the functionalized tip.

On top of the mechanical model we simulate the STM
images by computing the tunneling current through the
junction at each lateral position of the tip as a two-step
tunneling process between the tip and the probe particle and
further between the probe particle and the sample. As it has
been shown previously [8], our model reproduces all
essential features of experimental high-resolution AFM/
STM images very well. More details about the model and
its comparison with experimental evidence can be found
in Ref. [8].

To address the IETS-STM experiments of Ref. [26], we
have extended our model to include a calculation of the
vibrational energy levels ¢ of the probe particle. In addition,
we have included the previously neglected electrostatic
force which stems from the Coulombic interaction between
the internal charge distribution on a surface or in a molecule
and a charge cloud localized on the probe particle. For the
detailed description of the new model see the Supplemental
Material [28].

For didactic purposes, we first illustrate on a simplified
model how the interaction with a surface atom influences
vibration modes of the probe particle. In this model the
probe particle can move just in one dimension (Xprogg)
while it is fixed at a particular distance (zpropg) from
the single atom on the surface. The overall potential felt by
the probe particle is given by two contributions: (i) the
harmonic potential, which simulates bending stiffness of
the probe particle [see Vspring 10 Fig. 1(a)] and (ii) the van
der Waals and Pauli potentials acting between the probe
particle and the surface atom modeled by the LJ potential
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FIG. 1 (color online). 1D IETS-STM model. (a) Individual
contributions to the potential energy of the probe particle, plotted
as a function of its lateral position xprogg: The full line shows the
harmonic potential of the tip (Vspring) Tesponsible for the lateral
confinement of the probe particle beneath the apex. The dashed
lines show the L-J potential of the interaction of the probe particle
with the surface atom (Varom) or three different distances
between probe particle and surface zpgope= 5.5 A (pink dashed
line), 3.5 A (blue dash-dot line) and 2.9 A (green dotted line).
(b) Corresponding evolution of the vibration energy eigenvalue €
of the probe particle (red line) and probe particle potential energy
Vatom (black line) as a function of zpropg. Relaxations of the
probe particle are not taken into the account in the model.
(c) Schematic explanation how the variation of the vibration
energy eigenvalue € (red line) affects the intensity of the IETS-
STM signal (blue peak) when the tip scans over a surface
protrusion (e.g. a bond ridge or an atom). At close tip-surface
distances (repulsive regime), the proximity of the surface atom/
bond ridge produces a softening of the vibration energy e with
respect to the unperturbed vibration energy ¢, (dashed blue line).
Thus the characteristic IETS peak [21] (represented by the red
gaussian) centered at the vibration energy e crosses the bias set
point (green line) at a certain Xpp accordingly changing the IETS-
STM signal (blue peak). We used L-J parameters of oxygen atom
for both probe particle and surface atom (see [28]) for (a),(b).
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[Vatom in Figs. 1(a) and 1(b)]. For simplicity, the LJ
potential between the probe particle and the tip apex atom is
neglected in the didactic one-dimensional model; instead,
the probe particle is constrained to a fixed zpropg. Note,
however, that in our full 3D simulations this potential is
included.

The red line in Fig. 1(b) shows the variation of the
vibrational energy & with the distance zpropg. In the far
distance regime, e.g., at zppope = 5.5 A, the interaction
with the substrate is negligible. Therefore, the potential
affecting the motion of the probe particle is entirely
determined by the lateral harmonic potential of the tip.
In our simulations we set the stiffness of this potential to
k =1.44 N/m. This provides a vibrational energy of
the frustrated translation mode of 2.4 meV, which is in
good agreement with the experimental observation [26].
The chosen k corresponds well to the upper range predicted
for CO-terminated tips (see the supplementary section
of Ref. [6]).

At intermediate distances, e.g., Zpropg = 3.9 A, the
presence of the attractive surface potential with convex
curvature increases slightly the vibration energy & (by
< 0.1 meV). On the other hand, at close distances, e.g.,
ZprOBE = 2.9 A, the surface potential becomes repulsive
with a distinct concave curvature near the maximum at the
position of the surface atom [see the dashed green line in
Fig. 1(a)]. This leads to a considerable softening (by
~0.3 meV) of the vibration energy e&.

If we approach even closer towards the surface atom, the
curvature of the total potential would become negative,
leading to an unphysical imaginary vibration frequency.
At these distances, it is thus necessary to consider the
relaxation of the probe particle into a new local minimum to
obtain physically meaningful results.

Let us generalize this observation to a 2D situation,
where the tip scans in a lateral direction over a molecule at a
close distance. In this case, the repulsion and, hence, the
concave curvature of the surface potential is highest in
areas directly above the molecular skeleton (i.e., local
maxima and saddles). Figure 1(c) displays schematically
the variation of the frustrated translation vibrational energy
& when the tip moves laterally across a bond or atom of
the molecule. We see that € and, consequently, the position
of the IETS peak [29] decrease as the probe particle
approaches the bond or atom, with a sharp minimum just
above them. Therefore, the lateral mapping of the IETS
peak intensity, recorded at a properly selected bias voltage
[indicated by the dashed green line in Fig. 1(c)], gives rise
to an image contrast that exhibits significant variations over
bonds and atoms. This explains why in the experiment
bond ridges appear bright in the IETS signal [26]. However,
we should stress that in the above analysis we have not yet
taken into account the probe particle relaxation. As we will
demonstrate later, the probe particle relaxation leads to a
considerable sharpening of the IETS-STM contrast, as in

the case of high-resolution AFM and STM imaging [6,8]

(see also the Supplemental Material [28]).

Now we benchmark our model against experimental
results of a CoPc molecule deposited on a Ag(110) surface
[26]. First, we carry out total energy DFT calculations with
the VASP code in order to obtain an optimized structure of
the adsorbed molecule. A detailed description of the DFT
calculations can be found in the Supplemental Material
[28]. According to the DFT calculations, the molecule is
located ~3 A above the surface and the Co and N atoms
bend slightly downward, establishing a chemical bond with
Ag atoms underneath. On the other hand, the outer benzene
rings move slightly upward so that the molecular buckling
is ~0.6 A.

More importantly, the DFT simulation indicates a sub-
stantial charge redistribution within the CoPc molecule.
The Hartree potential shown in Fig. 2 reveals a positive
potential over the pentagonal pyrrole ring and a negative
potential over the imine nitrogens. In order to account for
the possible effects caused by the charge redistribution
inside CoPc, we extend the original model [8] by including
the electrostatic interactions between the probe particle and
the surface. The electrostatic force is evaluated from the
Hartree surface potential obtained from DFT calculations
and a preselected charge density on the probe particle (for
details see the Supplemental Material [28]). As will be
shown below, the inclusion of electrostatic interactions
between the tip and the surface is vital for understanding
the experimental IETS-STM contrast.

A detailed analysis of the experimental IETS-STM
images of the CoPc molecule reveals an enlargement of
the pyrrole rings together with a contraction of the area
corresponding to the imine nitrogens in the central part of
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FIG. 2 (color online). Hartree potential of a CoPc molecule
adsorbed on Ag(110), obtained from DFT calculations in the xy
plane 2.00 A above the Co atom of the molecule. The Hartree
potential reveals substantial partial charging between the pyrrole
rings and imine nitrogens. Color scale bar in eV. The following
color code for atoms is used: N: blue, C: gray, H: turquoise,
Co: pink.
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the molecule (see Fig. 3 in Ref. [26]). This is the area where
the Hartree potential rapidly changes its sign (see Fig. 2).
Figure 3 shows our simulated constant-height IETS-STM
images obtained with the extended simulation model,
including the electrostatic interactions for different values
of charge located on the probe particle. We see that the
inclusion of the electrostatic interaction distorts the
molecular contrast in the central part of the molecule
(the red line in Fig. 3 depicts the molecular skeleton of
the relaxed molecule). The calculated IETS-STM image
[Fig. 3(a)] obtained with the negatively charged probe
particle Q = —0.4e matches very well the experimental
evidence (compare to Fig. 3A in Ref. [26]). Alternatively,
the presence of the positive charge Q = +0.4¢ on the probe
particle leads to an opposite effect as visible in Fig. 3.

We note that our simulated constant-height IETS-STM
images display a more pronounced contrast on the outer
benzene rings compared to the experiment [26]. This
discrepancy can be explained by the large flexibility of
the outer benzene rings. According to our DFT simulations,
the benzene rings are only weakly coupled to the silver
surface. Thus, when the tip operates in the repulsive
regime, one can expect the flexible benzene rings of CoPc
to bend down under the force exerted by the tip. We assume
this bending to be responsible for the reduced resolution
over the benzene rings in the experiment. In the IETS-STM
simulation, in contrast, the atomic structure of the molecule
on the surface is fixed rigidly; this gives rise to the
enhanced atomic contrast over the benzene rings in
comparison with experiment.

Finally we compare the different channels (AFM, STM,
and IETS) calculated with our simulation model, including
the electrostatic distortion correction considering the probe

Qurose=  -0.4 e -0.0e

+0.4 e

(b) IETS + overaly

FIG. 3 (color online). Simulated constant-height IETS-STM
images calculated at tip-sample distance z = 7.3 Aat v=
1.5 mV for different point charge values on the probe particle,
Q0 = —0.4e, 0, and +0.4e. (a) IETS-STM images. (b) The same
images as in panel (a), overlaid with the molecular skeleton
(red line) of the relaxed CoPc molecule on Ag(110) obtained by
the DFT calculations. Bright color indicates a large intensity of
the IETS signal; see [29].

particle with a negative charge of —0.4e. Figure 4(a)
illustrates the relaxation of the probe particle due to the
interaction with the surface, which is responsible for the
distortion and sharpening of AFM/STM images as dis-
cussed in Refs. [6,8]. In the far distance regime, where the
probe particle does not relax, the molecular contrast is
blurred in all channels. The situation changes when the
probe particle starts to move towards the local minima of
the surface potential, producing the sharpening of both the
STM and AFM contrasts, followed by the characteristic
AFM signal inversion between the atoms or bonds and
the rings [8]. Simultaneously with the sharpening of the
STM and AFM contrasts and the inversion of the AFM
contrast we observe a considerable sharpening of the
contrast in the IETS-STM channel, which unambiguously
proves the importance of the probe particle relaxation also
for the increased resolution observed in the experimental
IETS-STM images.

We stress that the pattern of the calculated constant-
height IETS-STM image at the far tip-sample distance
z =8 A shown in Fig. 4(c) coincides very well with the

z=73A

z=8.0A

(b) AFM ( Af) (a) probe posotion

(c) IETS-STM

(d) STM

FIG. 4 (color online). Simulated constant-height AFM, STM,
and IETS-STM images obtained with the extended simulation
model assuming probe particle charge of —0.4e. (a) Red dots
indicate the relaxed xy position of the probe particle; AFM (b),
IETS-STM (c), and STM (d) channels for different tip-sample
distances z = 8.0, 7.3, and 7.0 A are shown. Color scales in all
images except (a) are renormalized to obtain the best molecular
contrast.
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Hartree potential projected in the same z plane (see Fig. 3).
This means that for these distances the shape of the tip-
sample potential energy is determined mostly by the
electrostatic interaction. Consequently, IETS-STM images
acquired at far distances map directly the variation of the
surface electrostatic potential at the given z.

To summarize, we have shown that the frustrated trans-
lation of the CO molecule at the tip apex reacts sensitively
to the changes of local curvature of the surface potential.
Namely, the attractive (convex) and repulsive (concave)
character of the surface potential induces vibration mode
hardening and softening, respectively. Detection of the
resultant variations of the vibrational energy by the stan-
dard technique of IETS-STM allows one to map laterally
the curvature of the surface potential. Since the curvature of
the surface potential changes strongly in the vicinity of the
atoms and interatomic bonds, the obtained maps are
expected to be closely related to the underlying structure
of the scanned surface. Furthermore, we have shown that
the structural resolution obtained by lateral mapping of
the IETS-STM signal is further sharpened by the lateral
relaxations of the particle decorating the tip that occurs
under the influence of the repulsive forces acting on it
from the surface. This mechanism puts AFM, STM, and
IETS-STM imaging with modified tips on a common
ground. Finally, we have demonstrated that decorated tips
can also be used to image local distributions of electrostatic
charge. Eventually, this observation may be useful for the
development and understanding of imaging techniques
yielding better spacial resolution than the traditional
AFM-based Kelvin probe force microscopy [19]. We
believe that a detailed understanding of the IETS imaging
mechanism and the influence of the internal charge dis-
tribution on the high-resolution images will contribute to
further proliferate scanning probe microscopy techniques.
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