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W bosons produced at high transverse momentum in hadron collisions can have polarization along the
direction perpendicular to the production plane, which is odd under naïve T reversal where both the three-
momenta and angular momenta are reversed. Perturbative QCD predicts nonzero polarization at the one-loop
level, which can be measured as parity-odd components in the angular distribution of charged leptons from the
decay of W bosons. We perform a detector-level simulation with the generator MADGRAPH5_AMC@NLO,
and demonstrate that the asymmetry can be observed at the 8 TeV LHC with 20 fb−1 of data. If confirmed, it
will be the first experimental measurement of the sign of the imaginary part of one-loop QCD amplitudes.
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Naïve T reversal is a unitary transformation in which we
impose time reversal on the initial and final states, respec-
tively, but do not reverse the time direction from the initial to
the final state. In CP-conserving theories like perturbative
QCD, asymmetry under naïve T reversal appears through the
absorptive part of the scattering amplitudes [1,2], and hence
offers a nontrivial test of perturbative QCD at one- and
higher-loop levels. Various tests have been proposed in the
past, including asymmetries in ϒ decay into three jets [1],
eþe− annihilation production of three jets [3], neutrino
(electro) production of two jets [2,4], Drell-Yan production
of a high-qT W boson at hadron collisions [5,6], Z-boson
decay into three jets [7], and top-quark radiative decays [8].
Although the predictions deserve much interest as probes of
the absorptive part of the loop-level QCD amplitudes, no
experimental confirmation has been made so far.
In this Letter, we consider theW þ jets production at the

LHC

pp → Wþð→ lþνlÞ þ jets; ð1Þ
where l denotes e or μ, in which T-odd effects that flip sign
under naïve T reversal arise in the parity-odd (P-odd)
angular distributions of l in the decay of theW boson [5,6].
The following subprocesses contribute to the above process
in the leading order (LO): ug → Wþd, ud̄ → Wþg,
d̄g → Wþū. The differential cross section for the process
can be expressed as

dσ

dq2Tdcos θ̂dcosθdϕ

¼F1ð1þ cos2θÞþF2ð1− 3cos2θÞþF3 sin2θ cosϕ

þF4sin2θ cos2ϕþF5 cosθþF6 sinθ cosϕ

þF7 sinθ sinϕþF8 sin2θ sinϕþF9sin2θ sin2ϕ: ð2Þ

Here (θ, ϕ) measures the direction of the lþ three-
momentum in the W-boson rest frame whose y axis is
taken perpendicular to the scattering plane, qT denotes the
transverse momentum of the W boson, and θ̂ denotes the
scattering angle of the W boson in the W þ jet center-of-
mass frame. [The z axis can be chosen along the direction
of the W momentum in the laboratory frame (the helicity
frame), or along the direction that makes the same angle
with the two beam momenta (the Collins-Soper frame [9]).
The results in this Letter do not depend on the choice of the
z axis.] The structure functions F1–9, which are functions of
qT and cos θ̂, are described by the polarization density
matrix for W þ jet production. The F1 term governs the
overall normalization, while the other eight terms affect the
lepton angular distributions. The leading order (LO)
analytical expressions for F1−6 at OðαsÞ are found in
Ref. [10], and the next-to-leading order (NLO) corrections
have been analyzed in Ref. [11]. F7–9 terms represent the
P-odd and T-odd components of the lepton angular
distribution, because under parity transformation or naïve
T reversal, ϕ flips sign while θ̂ and θ remain unchanged.
The LO contribution to these terms comes from the
absorptive part of the one-loop amplitudes atOðα2sÞ, whose
analytical expressions are found in Ref. [5]. (The contri-
butions from CP-violating terms in the standard model are
negligibly small.) Experimentally, some of the P-even
azimuthal angular distributions have been measured in
W þ jet events at the Tevatron [12], in good agreement with
the NLO QCD prediction [11]. At the LHC, only the polar
angular distributions have been measured [13,14], which
confirm the helicity fraction ofW bosons predicted in QCD
[15]. In the rest of this work, we focus on the F7 term,
owing to the fact that this has the largest size of asymmetry
among the three terms [5,6].
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Although a simulation study at the parton level indicates
that the Tevatron has enough potential to observe the T-odd
terms [6], no experimental measurement has been reported
so far. One of the reasons for the difficulty of the
measurement might be that loop-level effects, such as
T-odd asymmetries of the amplitudes, were not available
in the LO event generators that are commonly used to
simulate detector responses by experimentalists. In this
Letter, we study how the T-odd effects are included in
the multipurpose NLO event generator MADGRAPH5_
AMC@NLO [16], which has been made public very
recently. (We have confirmed by the stand-alone matrix-
element calculation that the T-odd terms completely agree
with the analytic expressions in Ref. [5] at arbitrary phase-
space points.) Furthermore, we demonstrate how the effects
of QCD initial-state or final-state radiation (ISR or FSR)
and those of finite detector resolution affect the measure-
ments. In order to study systematics of higher order QCD
corrections, we prepare two types of event samples: one is
generated by MADGRAPH5_AMC@NLO [16,17] where the
W þ jet events are calculated at the NLOþ PS (parton
shower) level, and the other is generated by a handmade
event generator, which we call LOMC, where all the F1–9

structure functions are implemented at the LO with the help
of BASES/SPRING code [18]. We stress that, although the
MADGRAPH5_AMC@NLO code generates events with
NLO accuracy, the T-odd observables constructed from
these events are accurate at LO because these observables
receive contributions only at the one-loop level and beyond.
We remind the reader that all contributions to NLO

calculations are completely automated in the
MADGRAPH5_AMC@NLO code: the virtual corrections
are computed in the MADLOOP module [19], which is based
on the OPP integrand-reduction method [20] (as imple-
mented in CUTTOOLS [21]) and the OpenLoops technique
[22]; the factorization of the infrared singularities is
achieved by adopting the FKS method [23], as imple-
mented in the MADFKS module [24], and the consistent
matching to parton showers is obtained by using the
MC@NLO technique [25].
For the MADGRAPH5_AMC@NLO simulation, we

generate the pp → μþνμj process at the NLO. CTEQ6M
parton distribution functions (PDFs) [26] are used, and
the factorization and renormalization scales are set to
μF ¼ μR ¼ qT . (We do not take into account decays into
μ− and e�, but these can be used to collect more data or to
check the results independently.) Phase-space cuts are
applied at the generation level, which are qT > 25 GeV,
pjT > 25 GeV, pμT > 22 GeV in the regions of
jημj < 2.5, and pνT > 10 GeV, where piT and ηi are the
transverse momentum and pseudorapidity of a particle i,
respectively. Parton showering and hadronization are simu-
lated with HERWIG6 [27], and detector simulation is
performed with PGS4 [28]. Jets are reconstructed using
the anti-kT jet clustering [29] with ΔR ¼ 0.4.

We generate net about 100 × 106 events with
MADGRAPH5_AMC@NLO as a difference between pos-
itive weight events and negative weight events. The scale
variation can be estimated at no extra computational cost
[30]. For the LOMC, we perform the simulation in a similar
setup to that for MADGRAPH5_AMC@NLO, but with
CTEQ6L PDFs and LO matching with parton showers.
For each of the three choices of the scales, μ ¼ qT , qT=2,
and 2qT , we generate 100 × 106 of only positive weight
events.
For the generated events, we apply the following

selection cuts. Denoting the missing transverse momentum
by ~pT and defining the transverse mass as
MT ≡ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ðplTpT − ~plT · ~pTÞ
p

, we require (a) one μþ with
pT > 25 GeV and jηj < 2.4, (b) pT > 25 GeV,
(c) qT ≡ j ~puT þ ~pT j > 30 GeV, (d) MT > 60 GeV, and
(e) the leading jet satisfies pT > 30 GeV and jηj < 4.4.
After these selection cuts, the cross section is about 200 pb
at the NLO. We note that these cuts are similar to those
applied in the earlier W boson observation at the LHC
[13,14], where a good signal-to-background ratio has been
achieved.
To observe the F7 contribution, we have to measure

sin θ sinϕ and cos θ̂, event by event, because F7 is an odd
function of cos θ̂. We define the charged-lepton momentum
component perpendicular to the scattering plane as

p⊥
l ¼ ~pp1

× ~qT · ~pl

j~pp1
× ~qT j

; ð3Þ

where ~pp1
, ~qT , and ~pl are the right-moving proton

momentum, the W transverse momentum, and the lepton
momentum, respectively, all in the laboratory frame. In
terms of p⊥

l , sin θ sinϕ of Eq. (2) can be observed as

sin θ sinϕ ¼ p⊥
l =ðmW=2Þ≡ x⊥l ; ð4Þ

in the narrow width limit of the W boson. On the other
hand, the measurement of cos θ̂ is affected by the twofold
ambiguity in determining the neutrino longitudinal momen-
tum, or the W-boson rest frame. Instead, we use the
pseudorapidity difference between the charged lepton
and the leading hard jet, Δη≡ ημ − ηj, which has a strong
correlation with cos θ̂ [6].
The determination of x⊥l is affected by the uncertainty in

the ~p measurement, because the scattering plane is deter-
mined by the W transverse momentum, which is the vector
sum of the lepton and missing transverse momenta. To
reduce the impact of this uncertainty, we select events with
large jx⊥l j and simply focus on the difference in the
numbers of events for x⊥l > 0 and x⊥l < 0, which we call
the left-right asymmetry. To pin down an appropriate
selection cut on jx⊥l j, we investigate the distribution of
x⊥l . In Fig. 1, we show the x⊥l distribution after the selection
cuts (a–e) and a cut of Δη > 1.0 at the parton level, where
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an outgoing parton is identified with a hard jet. By selecting
events with large jx⊥l j, we can reduce the smearing of the
asymmetric distribution without loss of statistics.
Now that we have established the size of the asymmetry

at the parton level, we present our main results in Fig. 2. In
this figure, we show our simulated cross sections at the
detector level after the selection cuts (a–e) and a cut of
jx⊥l j > 0.6. The left, middle, and right panels show the Δη
distributions for the cross section, the left-right difference
of the cross sections defined as σðx⊥l > 0Þ − σðx⊥l < 0Þ,
and the left-right asymmetry of the cross sections defined as

A≡ σðx⊥l > 0Þ − σðx⊥l < 0Þ
σðx⊥l > 0Þ þ σðx⊥l < 0Þ ; ð5Þ

respectively. Results obtained by MADGRAPH5_
AMC@NLO and LOMC simulations are shown in the
dark-colored large-hatched histograms and light-colored
small-hatched histograms, respectively. Histograms are
normalized to the expected number of events per bin at
the 8 TeV LHC with 20 fb−1 of data after the selection cuts

(a–e) and a cut of jx⊥l j > 0.6 are applied. The vertical
widths of the histograms indicate the scale uncertainty in
the simulation.
As seen in the left panel, there is a difference between the

predicted cross sections for MADGRAPH5_AMC@NLO
and LOMC. This comes from nothing but the NLO
correction to the total cross section, which is included in
the MADGRAPH5_AMC@NLO but not in the LOMC
simulation. For our central scale choice, the K factor is
found to be around 1.5 for smaller jΔηj, but above 2 for
larger jΔηj. In the middle panel, the left-right difference of
the cross sections is found consistent with the behavior of
the F7 terms. The results by the two simulations are very
similar, which is consistent with our naïve expectation. This
is because both the generators contain the leading Oðα2sÞ
terms for the P-odd contributions. In principle, differences
can be induced due to the use of different set of PDFs and
the different treatment in the parton-shower simulation at
the NLO and LO. However, our results suggest that these
effects are negligibly small. In the right panel, we find that
an order of 5%–10% left-right asymmetry is predicted and
that the asymmetry is robust even after the inclusion of
QCD ISR or FSR and the detector smearing. We point
out that a smaller left-right asymmetry is predicted by
MADGRAPH5_AMC@NLO than by LOMC, due to the
large enhancement of the total cross section, which enters
in the denominator of the asymmetry.
The scale uncertainties in our simulations deserve extra

attention. In the LOMC simulation, there are two sources of
scale uncertainty: one is the choice of the scales at the
parton-level calculation, namely, the scales in the strong
coupling constant and in the PDFs, and the other is the
choice of the initial scale in the parton showering. Variation
of the choice of the former scales affects the cross section
and the lepton distribution at the parton level. Since the
P-even (P-odd) part of the cross section is OðαsÞ [Oðα2sÞ],
we expect an overall scale dependence of Oð10%Þ
[Oð20%Þ] by the scale variation of αs. Variation of the
scale in the parton showering affects the number and
distribution of the ISR or FSR jets. In our event analysis,
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FIG. 1 (color online). x⊥l ¼ p⊥
l =ðMW=2Þ distributions for the

W þ jet events after the selection cuts (a–e) and a cut of
Δη > 1.0, at the 8 TeV LHC, in the leading-order calculation
at the parton level. Predictions for x⊥l > 0 and x⊥l < 0 regions are
separately plotted in the red solid and blue dashed lines,
respectively.
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FIG. 2 (color online). Δη distributions for the cross section (left), left-right difference of the cross section (middle), and the left-right
asymmetry (right) at the 8 TeV LHC after the selection cuts and a cut of jx⊥l j > 0.6. Results by the MADGRAPH5_AMC@NLO and
LOMC simulations are shown in dark-colored and light-colored histograms, respectively, with scale uncertainties.
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it affects the probability that the leading jet is misidentified
by an ISR jet, which results in the error of Δη. If the scale is
taken higher, more jets are produced via parton showering,
and the misidentification probability increases. This causes
a significant scale dependence in the cross sections for large
jΔηj, because ISR jets tend to appear at large jηjj. The total
scale uncertainty in the cross section is not very large
because the increase in the number ofW þ jet events due to
ISR jets is partially canceled by the smaller αs at the higher
scale. For the left-right difference of the cross section, the
shower-scale variation does not cause a significant shift in
any Δη regions, because the sum of the left-right difference
over the entire Δη range is zero. Its scale dependence is
only governed by the overall α2s factor. Overall, the scale
uncertainty in the left-right asymmetry is estimated to be
about 20% (30%) in the small (large) jΔηj regions.
In the MADGRAPH5_AMC@NLO simulation, there is a

cancellation in the dependence on the parton shower
starting scale and the Monte Carlo subtraction terms
[25] leading to a negligible uncertainty coming from this
scale for the observables studied here. Therefore, the total
scale uncertainty for the left-right asymmetry, which is
about 10% in any region of jΔηj, is significantly reduced
from that in the LOMC results.
The difference in magnitude of the left-right asymmetry

between the two simulations can be understood by the K
factor for the total cross section in the MADGRAPH5_
AMC@NLO result, entering only in the denominator of
Eq. (5). The LOMC predictions do not have this apparent
mismatch, since both the numerator and denominator are
computed at LO accuracy. Since the difference between the
MADGRAPH5_AMC@NLO and LOMC simulations is
larger than the accuracy of either one of these codes, we
regard this difference as an additional source of uncertainty
for this observable. To improve the situation, the NLO
corrections to the numerator of Eq. (5) are also needed;
however, they are currently not known.
Before closing, we present several comments. We esti-

mate the expected statistical error as δA ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1 − A2Þ=Nevt

p

,
and find that with 20 fb−1 of data, δA is about
ð1.1; 1.5; 2.5; 4.5Þ × 10−3 for jΔηj ¼ ð½0; 1�; ½1; 2�; ½2; 3�;
½3; 4�Þ bins, respectively. Therefore, the data collected at
the LHC should be enough to measure the asymmetry.
When a cut of jx⊥l j > 0.8 is applied, the asymmetry is
enlarged by 10%–20%, while the statistical error also grows
by about 30%. We comment on background events from the
Wþ → τþν decay followed by the τþ decay into μþ. We find
that such events do not exceed 2% of theWþ → μþν events
in each bin of Δη after selection cuts (a–e) and a cut on
jx⊥l j > 0.6 are applied. Hence, the nonzero value of the left-
right asymmetry is still observable in the presence of the
Wþ → τþν background.
To summarize, we have examined the possibility of

observing T-odd asymmetry in W þ jet events at the LHC.
The asymmetry arises from the absorptive part of the

scattering amplitudes in perturbative QCD, and manifests
itself as a difference in the parity-odd distributions in the
lepton decay angle. We have demonstrated by a simple
detector-level analysis that the difference due to the T-odd
term remains detectable after the inclusion of ISR or FSR
radiation and detector resolution. The prediction by the
next-to-leading order event generator MADGRAPH5_
AMC@NLO contains relatively small scale uncertainties
due to the matching to the parton shower at the NLO
accuracy. On the other hand, the size of the asymmetry may
be underpredicted, because the as-yet unavailable NLO
corrections to the T-odd cross section could be as large as
those to the T-even cross section.

The work of H. Y. was supported in part by Grant-in-Aid
for Scientific Research, No. 24340046.

*rikkert.frederix@cern.ch
†toshifumi.y@gmail.com
‡hyokoya@sci.u‑toyama.ac.jp

[1] A. De Rujula, R. Petronzio, and B. E. Lautrup, Nucl. Phys.
B146, 50 (1978).

[2] K. Hagiwara, K.-i. Hikasa, and N. Kai, Phys. Rev. Lett. 47,
983 (1981); Phys. Rev. D 27, 84 (1983).

[3] J. G. Korner, G. Kramer, G. Schierholz, K. Fabricius, and
I. Schmitt, Phys. Lett. 94B, 207 (1980); K. Fabricius, I.
Schmitt, G. Kramer, and G. Schierholz, Phys. Rev. Lett. 45,
867 (1980); A. Brandenburg, L. J. Dixon, and Y. Shadmi,
Phys. Rev. D 53, 1264 (1996).

[4] M. Ahmed and T. Gehrmann, Phys. Lett. B 465, 297 (1999).
[5] K. Hagiwara, K.-i. Hikasa, and N. Kai, Phys. Rev. Lett. 52,

1076 (1984).
[6] K. Hagiwara, K.-i. Hikasa, and H. Yokoya, Phys. Rev. Lett.

97, 221802 (2006).
[7] K. Hagiwara, T. Kuruma, and Y. Yamada, Nucl. Phys. B358,

80 (1991).
[8] K. Hagiwara, K. Mawatari, and H. Yokoya, J. High Energy

Phys. 12 (2007) 041.
[9] J. C. Collins and D. E. Soper, Phys. Rev. D 16, 2219 (1977).

[10] M. Chaichian, M. Hayashi, and K. Yamagishi, Phys. Rev. D
25, 130 (1982); 26, 2534(E) (1982).

[11] E. Mirkes, J. G. Korner, and G. A. Schuler, Phys. Lett. B
259, 151 (1991); E. Mirkes, Nucl. Phys. B387, 3 (1992).

[12] D. Acosta et al. (CDF Collaboration), Phys. Rev. D 73,
052002 (2006).

[13] S. Chatrchyan et al. (CMS Collaboration), Phys. Rev. Lett.
107, 021802 (2011).

[14] G. Aad et al. (ATLAS Collaboration), Eur. Phys. J. C 72,
2001 (2012).

[15] Z. Bern et al., Phys. Rev. D 84, 034008 (2011); W. J. Stirling
and E. Vryonidou, J. High Energy Phys. 07 (2012) 124.

[16] J. Alwall, R. Frederix, S. Frixione, V. Hirschi, F. Maltoni,
O. Mattelaer, H.-S. Shao, T. Stelzer, P. Torrielli, and M.
Zaro, J. High Energy Phys. 07 (2014) 079.

[17] J. Alwall, P. Demin, S. de Visscher, R. Frederix, M. Herquet,
F. Maltoni, T. Plehn, D. L. Rainwater, and T. Stelzer, J. High
Energy Phys. 09 (2007) 028; 06 (2011) 128.

[18] S. Kawabata, Comput. Phys. Commun. 88, 309 (1995).

PRL 113, 152001 (2014) P HY S I CA L R EV I EW LE T T ER S
week ending

10 OCTOBER 2014

152001-4

http://dx.doi.org/10.1016/0550-3213(78)90431-5
http://dx.doi.org/10.1016/0550-3213(78)90431-5
http://dx.doi.org/10.1103/PhysRevLett.47.983
http://dx.doi.org/10.1103/PhysRevLett.47.983
http://dx.doi.org/10.1103/PhysRevD.27.84
http://dx.doi.org/10.1016/0370-2693(80)90860-6
http://dx.doi.org/10.1103/PhysRevLett.45.867
http://dx.doi.org/10.1103/PhysRevLett.45.867
http://dx.doi.org/10.1103/PhysRevD.53.1264
http://dx.doi.org/10.1016/S0370-2693(99)01021-7
http://dx.doi.org/10.1103/PhysRevLett.52.1076
http://dx.doi.org/10.1103/PhysRevLett.52.1076
http://dx.doi.org/10.1103/PhysRevLett.97.221802
http://dx.doi.org/10.1103/PhysRevLett.97.221802
http://dx.doi.org/10.1016/0550-3213(91)90532-3
http://dx.doi.org/10.1016/0550-3213(91)90532-3
http://dx.doi.org/10.1088/1126-6708/2007/12/041
http://dx.doi.org/10.1088/1126-6708/2007/12/041
http://dx.doi.org/10.1103/PhysRevD.16.2219
http://dx.doi.org/10.1103/PhysRevD.25.130
http://dx.doi.org/10.1103/PhysRevD.25.130
http://dx.doi.org/10.1103/PhysRevD.26.2534
http://dx.doi.org/10.1016/0370-2693(91)90150-O
http://dx.doi.org/10.1016/0370-2693(91)90150-O
http://dx.doi.org/10.1016/0550-3213(92)90046-E
http://dx.doi.org/10.1103/PhysRevD.73.052002
http://dx.doi.org/10.1103/PhysRevD.73.052002
http://dx.doi.org/10.1103/PhysRevLett.107.021802
http://dx.doi.org/10.1103/PhysRevLett.107.021802
http://dx.doi.org/10.1140/epjc/s10052-012-2001-6
http://dx.doi.org/10.1140/epjc/s10052-012-2001-6
http://dx.doi.org/10.1103/PhysRevD.84.034008
http://dx.doi.org/10.1007/JHEP07(2012)124
http://dx.doi.org/10.1007/JHEP07(2014)079
http://dx.doi.org/10.1088/1126-6708/2007/09/028
http://dx.doi.org/10.1088/1126-6708/2007/09/028
http://dx.doi.org/10.1007/JHEP06(2011)128
http://dx.doi.org/10.1016/0010-4655(95)00028-E


[19] V. Hirschi, R. Frederix, S. Frixione, M. V. Garzelli,
F. Maltoni, and R. Pittau, J. High Energy Phys. 05
(2011) 044.

[20] G. Ossola, C. G. Papadopoulos, and R. Pittau, Nucl. Phys.
B763, 147 (2007).

[21] G. Ossola, C. G. Papadopoulos, and R. Pittau, J. High
Energy Phys. 03 (2008) 042.

[22] F. Cascioli, P. Maierhofer, and S. Pozzorini, Phys. Rev. Lett.
108, 111601 (2012).

[23] S. Frixione, Z. Kunszt, and A. Signer, Nucl. Phys. B467,
399 (1996).

[24] R. Frederix, S. Frixione, F. Maltoni, and T. Stelzer, J. High
Energy Phys. 10 (2009) 003.

[25] S. Frixione and B. R. Webber, J. High Energy Phys. 06
(2002) 029.

[26] J. Pumplin, D. R. Stump, J. Huston, H.-L. Lai, P. Nadolsky,
and W.-K. Tung, J. High Energy Phys. 07 (2002) 012.

[27] G. Corcella, I. G. Knowles, G. Marchesini, S. Moretti, K.
Odagiri, P. Richardson, M. H. Seymour, and B. R. Webber,
J. High Energy Phys. 01 (2001) 010.

[28] J. Conway et al., http://physics.ucdavis.edu/~conway/
research/software/pgs/pgs4‑general.htm.

[29] M. Cacciari, G. P. Salam, and G. Soyez, J. High Energy
Phys. 04 (2008) 063.

[30] R. Frederix, S. Frixione, V. Hirschi, F. Maltoni, R. Pittau,
and P. Torrielli, J. High Energy Phys. 02 (2012) 099.

PRL 113, 152001 (2014) P HY S I CA L R EV I EW LE T T ER S
week ending

10 OCTOBER 2014

152001-5

http://dx.doi.org/10.1007/JHEP05(2011)044
http://dx.doi.org/10.1007/JHEP05(2011)044
http://dx.doi.org/10.1016/j.nuclphysb.2006.11.012
http://dx.doi.org/10.1016/j.nuclphysb.2006.11.012
http://dx.doi.org/10.1088/1126-6708/2008/03/042
http://dx.doi.org/10.1088/1126-6708/2008/03/042
http://dx.doi.org/10.1103/PhysRevLett.108.111601
http://dx.doi.org/10.1103/PhysRevLett.108.111601
http://dx.doi.org/10.1016/0550-3213(96)00110-1
http://dx.doi.org/10.1016/0550-3213(96)00110-1
http://dx.doi.org/10.1088/1126-6708/2009/10/003
http://dx.doi.org/10.1088/1126-6708/2009/10/003
http://dx.doi.org/10.1088/1126-6708/2002/06/029
http://dx.doi.org/10.1088/1126-6708/2002/06/029
http://dx.doi.org/10.1088/1126-6708/2002/07/012
http://dx.doi.org/10.1088/1126-6708/2001/01/010
http://physics.ucdavis.edu/~conway/research/software/pgs/pgs4-general.htm
http://physics.ucdavis.edu/~conway/research/software/pgs/pgs4-general.htm
http://physics.ucdavis.edu/~conway/research/software/pgs/pgs4-general.htm
http://physics.ucdavis.edu/~conway/research/software/pgs/pgs4-general.htm
http://physics.ucdavis.edu/~conway/research/software/pgs/pgs4-general.htm
http://dx.doi.org/10.1088/1126-6708/2008/04/063
http://dx.doi.org/10.1088/1126-6708/2008/04/063
http://dx.doi.org/10.1007/JHEP02(2012)099

