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Incoherent pumping in quantum dots can create a biexciton state through two paths: via the formation of
bright or dark exciton states. The latter, dark-pumping path is shown to enhance the probability of two-
photon simultaneous emission and hence increase gð2Þð0Þ by a factor ∝ 1=γS, due to the slow spin relaxation
rate γS in quantum dots. The existence of the dark path is shown to impose a limitation on the single photon
emission process, especially in nanocavities which exhibit a large exciton-cavity coupling and a Purcell
enhancement for fast quantum telecommunications.

DOI: 10.1103/PhysRevLett.113.143604 PACS numbers: 42.50.Pq, 71.35.-y, 78.67.Hc

Introduction.—A high quality single photon (SP) source
is essential for the realization of secure telecommunications
based on the principles of quantum mechanics, such as
quantum key distribution (QKD) [1]. Semiconductor quan-
tum dots (QDs) are promising candidates for solid-state SP
emitters because of their well-defined atomlike quantized
states [2–6], and a high controllability of their emission
wavelength [7]. Interactions between QD excitons and
photons are also controllable by embedding QDs in optical
nanocavities [8] in which cavity quantum electrodynamics
(cavity QED) effects have been observed [9,10].
The quality of a SP emitter is quantified by measuring

the conditional probability to observe photons at a delay
time τ after a photon counting event, gð2ÞðτÞ [11,12]. The
value of gð2ÞðτÞ at zero time delay, gð2Þð0Þ, should be as
close as possible to zero to obtain pure SP emission. This is
equivalent to minimizing the probability of finding multi-
ple-photon simultaneous emissions. For application in
QKD, a high emission rate is also desired, which can be
attained if QDs are combined with optical microcavities
[13–17].
In this Letter, we investigate incoherent pumping (by

above-band-gap laser excitation or current injection) in a
QD SP emitter to find a “dark path”; a pumping path from
ground to biexciton states via a dark exciton state can
strongly increase gð2Þð0Þ, thus imposing a limit on the
available SP purity, especially in small cavities with a small
mode volume, Vmode, and a large exciton-cavity coupling,
g ∝ 1=

ffiffiffiffiffiffiffiffiffiffiffi
Vmode

p
. In the following, we define ℏ ¼ 1 for

simplicity.
Impact of the dark path in QD SP emitters without

cavities.—In order to see how the dark path increases the
multiple-photon-emission probability, we first study a
simple phenomenological model for a QD SP emitter
without cavity coupling. Here, an undoped QD is pumped
incoherently and continuously under a charge-neutral
condition. The QD states relevant to our study are restricted
to the neutral states with up to two electron-hole pairs, as

shown in Fig. 1(a). Excited carriers injected at high energy
levels become trapped in the lowest QD level after fast
relaxation from a continuum above the band gap and
excited trapped states (which are truncated in our model).
The whole process of injection and relaxation of the carriers
(electron-hole pairs) to the lowest QD level is described by
pumping rate P. Depending on the spins of carriers, the
bright and dark excitons (BX and DX) are randomly
generated from the initial empty state (G) with the same
rate P. Successive creations of two electron-hole pairs
further excite the system to the biexciton state, XX. The SP
emission process is mainly governed by the exciton
recombination (with the rate γX), and the two-photon
emission process by the biexciton-exciton cascaded recom-
binations (their energy difference is the biexciton binding
energy −χ ¼ EXX − EX). In QDs, spin relaxation processes
between BX and DX (the rate γS) are usually slow [18,19]
and often neglected; however, they must be considered
carefully to evaluate gð2Þð0Þ, as shown below.
The rate equations for the populations at each QD level

are _ρG ¼ −2PρG þ γXρBX, _ρDX ¼ −ðγS þ PÞρDX þ PρGþ
γSρBX, _ρBX¼−ðγXþγSþPÞρBXþPρGþγXXρXXþγSρDX,
and _ρXX ¼ −γXXρXX þ PρDX þ PρBX [20], for which the
steady state satisfies

FIG. 1 (color online). (a) Illustration of the rate equation model
for a neutral QD with ground, bright and dark exciton, and
biexciton states (G, BX, DX, and XX). (b) Spectral profiles of the
biexciton and exciton emissions. A spectral filter with a detection
window EW (> γX) is also shown.
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ρXX ¼
�
1þ γX

4γS

�
4P2

γXγXX
þOðP3Þ; ð1Þ

ρBX ¼ 2P=γX þOðP2Þ; ð2Þ

ρDX ¼ðγ−1S þ 2γ−1X ÞPþOðP2Þ; ð3Þ

in the linear regime at weak pumping. From this result, the
normalized second order correlation function is given by
gð2Þð0Þ ¼ fXX × ðγXγXXρXXÞ=ðγXρBXÞ2 [21]. Here, fXX ≡
1
π

R EXþEW=2
EX−EW=2 ððγXXÞ=γ2XX þ ðω − EXXÞ2Þdω is the probability

of finding a photon emitted from XX within the detector
spectral window [Fig. 1(b)]. Under the assumptions that
χ ≫ EW , χ ≫ γXX, and EW > γX, we have fXX ∼
π−1ðγXX=χÞ2ðEW=γXXÞ and, hence, in the linear regime

gð2Þð0Þ ¼ 1

π

�
γXX
χ

��
EW

χ

��
1þ γX

4γS

�
: ð4Þ

The factor ð1=πÞðγXX=χÞðEW=χÞ can be naturally under-
stood since a small EW and a large χ [22,23] would act to
reduce the probability of counting unwanted photons from
the XX emission. On the other hand, the extra factor,
ð1þ ðγX=4γSÞÞ, which becomes large [24] when the
spin relaxation is very slow (γS ≪ γX), needs a deeper
explanation.
The enhancement of gð2Þð0Þ by this factor occurs due to

an unwanted excitation of state XX through a dark path—a
path via the excitation of DX. This can be verified by
testing another model without the dark path: We find that
gð2Þð0Þ ¼ π−1γXXEWχ

−2 if the DX state and the “dark”
pumping path are not present [this result is also obtained
when γS ≫ γX in Eq. (4)]. The above scenario can also be
verified from the steady state population in Eq. (2) and
Eq. (3): The ratio ρDX=ρBX diverges as γS=γX → 0 so that
the production rate of ρXX is largely enhanced when the
dark pumping path is present.
Following the simple discussion above, we find that the

dark path can act as a bottleneck when trying to purify the
SP generation in QDs since the spin relaxation process is
usually slower (typically 1–10 ns time scale) than the other
processes [18,19]. The effect found in neutral QDs survives
even if charged states temporarily exist, as long as the
charge relaxation is fast [25]. The strong impact of a dark
pumping path on gð2Þð0Þ has been shown for many two-
level atoms or many QDs by Temnov et al. [26], where the
connection with cooperative spontaneous emission and
superradiance is also discussed. Even though the system
considered here is a single emitter, similar physics does
exist and can reduce the quality of a SP emitter.
Impact of the dark path on high-speed SP emitters with

cavities.—We next shift our discussion to how the use of an
optical microcavity [13,14,16] affects the SP purity. The
realization of high quality SP sources in microcavities has

become an important issue [17]. Hence, it is important to
understand what effects such a dark path may have on QDs
in microcavities. From the result obtained in the previous
section, [Eq. (4)], one may guess that the Purcell enhance-
ment in γX would result in the increase in gð2Þð0Þ, and hence
that the dark path pumping might be more troublesome
than in a system without a cavity. However, the discussion
without cavity cannot be applied directly to this case.
Here we investigate the effect of a microcavity within the
cavity QED framework with quantum master equations
(QME) [12].
We consider a system that consists of carriers inside a

QD and photons interacting inside a cavity. Six electronic
configurations are considered: an empty state, jGi; two
bright exciton states, jBX1i ¼ e†↑h

†
↓jGi and jBX2i ¼

e†↓h
†
↑jGi; two dark exciton states, jDX1i ¼ e†↑h

†
↑jGi

and jDX2i ¼ e†↓h
†
↓jGi; and a biexciton state, jXXi ¼

e†↑e
†
↓h

†
↑h

†
↓jGi, where eσ and hσ (e†σ and h†σ) are annihilation

(creation) operators of electrons and holes with spin σ ¼
↑;↓ in their respective lowest energy levels of the QD. The
cavity photon number is a†a, where a and a† are the
annihilation and creation operators, respectively. Assuming
the frequencies of the cavity (ωC) and the exciton (ωX) are
tuned to resonance, ωC ¼ ωX ≡ ω0, the Hamiltonian of the
coupled QD-cavity system [27] is

H ¼ ω0Ntot − χjXXihXXj
þ

X
i¼BX1;BX2

gXa†jGihij þ gXXa†jiihXXj þ H:c:; ð5Þ

where Ntot ¼
P

σ¼↑;↓ðe†σeσ þ h†σhσÞ=2þ a†a is the total
excitation number, and we put gX ¼ gXX ≡ g in the
simulations for simplicity. Assuming the dynamics in the
environment (pump and decay baths outside the coupled
QD-cavity system) are fast and uncorrelated, the time
evolution of the system density matrix is given by
Markovian QME, ðd=dtÞρ ¼ i½ρ; H� þ Lρ [12], where,
for this QD-cavity system [27,28],

Lρ ¼
�
κLa þ P

X
σ;σ0

Lh†
σ0e

†
σ
þ
X
σ

ðγspLeσh−σ þ ΓphLe†σeσ

þ ΓphLh†σhσ
þ γeSLe†σe−σ

þ γhSLh†σh−σ
Þ
�
ρ: ð6Þ

Using the standard notation, LAρ≡ 1
2
ð2AρA† − A†Aρ−

ρA†AÞ, we consider the following processes: the sponta-
neous emission into the cavity mode (the couplings, gX and
gXX) and free space (the rate γsp) [29], cavity loss (the rate
κ), dephasing of polarizations (rate Γph), the spin flip of
electrons and holes (the rates γeS and γhS), and the resulting
transitions between dark and bright excitons (the rate
γS ¼ γeS þ γhS).
One could determine the nonequilibrium steady state,

ρ∞, by numerically performing a longtime evolution of the
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system, to obtain the photon number ha†ai and
gð2Þð0Þ ¼ ha†a†aai=jha†aij2. However, we choose an
alternative analytic approach to find the photon correlation
functions, which is allowed in the linear regime at small P
and can be performed by a perturbation method [30–32].
This analytic approach allows clear insight into the physics
and greatly reduces the calculation time to obtain the
properties of photons as a function of numbers of param-
eters (κ, P, γsp, Γph, γS, χ) [33].
Figures 2(b) and 2(c) and 2(d) and 2(e) show the gð2Þð0Þ

and the crossover photon emission rate I� ≡ κha†ai at a
crossover pump rate between the linear and nonlinear
regime, P� [33], as a function of κ for a microcavity and
a nanocavity, respectively. Here we define P� ≡ 0.5 ×
minðjA1=A2j; jB1=B2jÞ using perturbation expansions,
ha†ai ¼ A1Pþ A2P2 þOðP3Þ and hjBX1ihBX1ji ¼
B1Pþ B2P2 þOðP3Þ (the second order corrections
amount to 50 percent of the first order ones at P�).
Since the SP purity degrades at P > P� when gð2Þð0Þ <
1 in the weak pump limit, I� indicates the maximum
available photon emission rate with gð2Þð0Þ being kept
small. Figures 2(b) and 2(d) show the results for a micro-
cavity (as in [14]) with Vmode ∼ 15 × 15 × 1 μm3 and
g ¼ 4.5 μeV. Figures 2(c) and 2(e) show the results for
an ultrasmall nanocavity structure (a photonic crystal
nanocavity as in [10]), with Vmode ∼ 1 × 1 × 1 μm3 and
g ¼ 68 μeV. In each plot, three spin relaxation rates,
γS ¼ 0.1, 1, and 10 GHz, are examined. Here, the sponta-
neous emission rate γsp ¼ 0.77 μeV ¼ 1=ð0.85 nsÞ,
dephasing rate Γph ¼ 15 μeV, and the biexciton
binding energy χ ¼ 2 meV are typical values for indium
arsenide (InAs) QDs.

Interestingly, the figures exhibit an optimal κ ≡ κopt;1
minimizing gð2Þð0Þ [κopt;1 ∼ 300 μeV for γS ¼ 10 GHz in
Figs. 2(b) and 2(c)]. This is in remarkable contrast to
ordinary cavity QED with a two-level atom [31,32], in
which gð2Þð0Þ monotonically decreases with increasing κ.
Thus, we understand that the existence of κopt;1 is due to the
existence of the biexciton (multiple exciton) state. The
value of the optimal loss, g < κopt;1 < χ, is explained as
follows: (i) For good cavities with κ ≪ g, photons accu-
mulate in the cavity resulting in the non-negligible multi-
ple-photon probability resulting in a decreasing gð2Þð0Þwith
increasing κ [28]; (ii) in the weak coupling regime κ ≫ g,
the rate of exciton and biexciton transitions into the cavity
mode (WX ¼ 2g2=κ, WXX ¼ 2g2κ=ðκ2 þ χ2Þ becomes the
same for κ ≫ χ and the cascaded two-photon emission is
relatively enhanced, resulting in the increase in gð2Þð0Þ with
κ [34]. The figures also show an optimal loss κopt;2 ¼ OðgÞ,
maximizing I�, which is not surprising since I� is deter-
mined by the small output rate, κ, and the small emission
rate, WX, for κ ≪ g and κ ≫ g, respectively.
An important finding is that for the larger microcavity in

Fig. 2(b), the values of gð2Þð0Þ at the minima do not change
much for the whole range, 0.1 GHz < γS < 10 GHz. On
the other hand, for the smaller nanocavity in Fig. 2(c), one
finds a large enhancement in gð2Þð0Þ for the slow spin
relaxation, γS < 1 GHz. QDs in a nanocavity with γS ¼
0.1 GHz cannot be considered as a SP emitter since gð2Þð0Þ
never falls below 0.5 (unless some means were taken as
mentioned below). Therefore, the impact of the dark path is
stronger in smaller cavities, which agrees with the simple
intuitive guess made at the beginning of this section. For
comparison, we also show results for the QD model

FIG. 2 (color online). (a) A neutral QD model with full consideration of carrier spins for SP emitters with cavities. The image shows
the empty, bright and dark exciton, and biexciton states (G, BX1, BX2, DX1, DX2, and XX). (b),(c) gð2Þð0Þ and (d),(e) a crossover
photon emission rate, I�, plotted as a function of the cavity loss κ for (b),(d) a microcavity with Vmode ∼ 15 × 15 × 1 μm3 and
g ¼ 4.5 μeV, and for (c),(e) a ultrasmall nanocavity with Vmode ∼ 1 × 1 × 1 μm3 and g ¼ 68 μeV [10,14]. Three spin relaxation rates,
γS ¼ 0.1, 1, 10 GHz, are used as indicated in the plots. (f) gð2Þð0Þ (thick line) and I� (thin line) as a function of spin relaxation rate γS for
g ¼ 4.5 μeV (red dashed line) and g ¼ 68 μeV (black solid line) with κ ¼ 300 μeV. Dot-dashed lines: guides for the eye on
gð2Þð0Þ ∝ 1=γS. The green shaded area indicates a typical parameter range for InAs QDs, 0.1 GHz < γS < 1 GHz. In all plots, typical
parameters of InAs QDs are chosen: γsp ¼ 0.77 μeV ¼ 1=ð0.85 nsÞ, Γph ¼ 15 μeV, and χ ¼ 2 meV. Pale parts of the plots in (d)–(f)
are corresponding to the regime where gð2Þð0Þ > 1 in (b),(c) and I� cannot be a measure of the maximum available emission rate as a
quantum light source [33].
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without the dark states and dark paths [34] [solid black
curves in Figs. 2(b)–2(e)], where the clear increase in
gð2Þð0Þ at κ ¼ κopt;1 is found for small γS in Fig. 2(c). A
reduction of I� due to the dark path, claimed by Strauf et al.
[14], is also found in Figs. 2(d) and 2(e), and the reduction
is much more pronounced for the nanocavity in Fig. 2(e).
(The nanocavity exhibits a more than tenfold decrease at
κ ¼ κopt;2 for γS ¼ 1 GHz.)
Figure 2(f) shows the γS dependencies of gð2Þð0Þ and I�

for a cavity loss κ ¼ 300 μeV (chosen around κ ¼ κopt;1).
For both cavities, gð2Þð0Þ is proportional to 1=γS at small γS
due to the enhanced dark path effect. The 1=γS dependency
(the degradation of SP purity) originates from the same
physics explained above and in Eq. (4). We should note that
the dependency is found in the typical parameter regime
[0.1 GHz < γS < 1 GHz: the shaded region in Fig. 2(f)]
only for nanocavities, not for microcavities.
The degradation of SP purity by the dark pumping path is

also found when the pump excitations are short-pulse
sequences. In Fig. 3, we show the second order correlation
function at zero time delay gð2Þ½0� (averaged within a pulse
[35]) as a function of mean number of emitted photons per
pulse, κnmeanTrep with nmean ≡ T−1

rep

R Trep

0 ha†ðtÞaðtÞidt, for
various pulse repetition rates (1=Trep ¼ 0.1–100 GHz) and
for different cavities (g ¼ 68, 4.5 μeV). If the pulse
repetition is faster than spin relaxation (1=Trep > γS),
DX states created by a given pulse cannot relax to BX
states before the next pulse arrives, and therefore XX is
likely to be created by the next pulse, resulting in the
increase of gð2Þ½0�. Similar to the cw pumping case, the

degradation effect is rather weak for the microcavity
[g ¼ 4.5 μeV: Figs. 3(c) and 3(d)], albeit, in this case
the emission rate cannot reach one photon per pulse due to
a small fraction of the cavity emission WX=ðγsp þWXÞ.
High-rate SP generation (with high 1=Trep) is especially
limited by the slow spin relaxation of QDs for nanocavities,
as shown in Figs. 3(a) and 3(b) [although SP emission with
gð2Þ½0� ¼ 0.32 at 1 GHz repetition is possible with an
unrealistically high spin flip rate of 10 GHz, as shown
in Fig. 3(a)].
Summary.—The strong impact of the dark path—a

pumping path via dark exciton states to biexciton
states—on the quality of SP emitters has been shown to
exist in QD systems. The increase in gð2Þð0Þ, observed
irrespective of whether the pumping is cw or short-pulse
sequences, indicates the dark path can reduce the quality of
QD SP emitters, especially those situated in small cavities
like nanocavities.
Finally, we mention several ways to reduce the impact of

the dark path for an application purpose: (i) The use of a
charged exciton state X� where there is no dark path [14];
(ii) the use of resonant and coherent laser excitation
[36–40], which automatically selects to create bright states
only; (iii) enhancement of the spin relaxation rate [18] to
suppress the unwanted multiple photon emission; (iv) selec-
tion of QDs with a large biexciton binding energy [22] in
order to limit the spectral overlap of cascaded photons; and
(v) the use of a spectral filter can partly reduce the
unwanted output from XX emission if the filter bandwidth
were optimally selected [41].
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