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We use polarization-dependent angle-resolved photoemission spectroscopy (ARPES) to study the high-
energy anomaly (HEA) in the dispersion of Nd,_,Ce,CuQ,4, x = 0.123. We find that at particular photon
energies the anomalous, waterfall-like dispersion gives way to a broad, continuous band. This suggests that
the HEA is a matrix element effect: it arises due to a suppression of the intensity of the broadened
quasiparticle band in a narrow momentum range. We confirm this interpretation experimentally, by
showing that the HEA appears when the matrix element is suppressed deliberately by changing the light
polarization. Calculations of the matrix element using atomic wave functions and simulation of the ARPES
intensity with one-step model calculations provide further evidence for this scenario. The possibility to
detect the full quasiparticle dispersion further allows us to extract the high-energy self-energy function near

the center and at the edge of the Brillouin zone.
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One of the unique assets of angle-resolved photoemission
spectroscopy (ARPES) is the ability to determine the
spectral function A(w, k) in energy and momentum space.
The finite width and deviation of the dispersion from that
calculated in an independent particle model are interpreted
in the majority of cases in terms of many-body effects [1].
In the cuprate high-T,. superconductors, various kinks in
the dispersion have been discovered and analyzed in terms
of a coupling of the charge carriers to bosonic excitations
possibly mediating high-7,. superconductivity in these
materials. Besides the kinks in the low binding energy
(Ep) region (Ez < 0.1 eV) a further apparent renormaliza-
tion has been observed at Ep = E;5z0.3 eV. Here the
band appears to bend sharply and seems to proceed almost
vertically towards the valence bands. This phenomenon has
been termed “waterfall” or high-energy anomaly (HEA) [2].
The HEA has been observed in undoped cuprates [3] as
well as in their hole-doped [2,4-13] and electron-doped
derivatives [4,13—15]. In the doped compounds Ey shows
a d-wave momentum dependence that is larger along the
nodal direction and smaller near the antinodal point opposite
to the momentum dependence of the d-wave superconduct-
ing gap [6,12,14]. The values of Ey exhibit a difference of
~0.4 eV between hole-doped and electron-doped cuprates
[4]. This difference was interpreted in terms of a shift of
the chemical potential [14]. The experimental studies were
accompanied by numerous theoretical papers [16-31].

For the HEA phenomenon, a number of explanations
have been suggested including Mott-Hubbard models with a
transition from the coherent quasiparticle dispersion to the
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incoherent lower Hubbard band [5,18,21,26,32], a disinte-
gration of the low-energy branch into a holon and spinon
band due to a spin charge separation [2], a coupling to spin
fluctuations [9,17,19,29,33], a coupling to phonons [7],
string excitations of spin polarons [32], a bifurcation of the
quasiparticle band due to an excitation of a bosonic mode
of charge 2e [22], and a coupling to plasmons [16]. These
are all intrinsic interpretations in terms of many-body
interactions leading to a change of the spectral function.

However, the spectral function can strictly only be
inferred from ARPES with a detailed knowledge of
the photoexcitation matrix element, since the measured
photocurrent is given by [1]

I(w,k) « |M(w,k)|*A(w, k), (1)
where the matrix element

M(w. k) = (fle - x[i) (2)

is determined by the final state (f|, the initial state |i), and
the dipole operator e-r (e is the unit vector along the
polarization direction of the photons).

Some ARPES studies pointed out that extrinsic effects
due to matrix element effects may explain the HEA
[8,10,12], since changes of the waterfall-like dispersion
to a Y-shaped dispersion have been observed upon photon
energy variation or by changing the Brillouin zone (BZ).
Thereupon, a combination of extrinsic and intrinsic effects
has been invoked to explain the ARPES results of cuprates
at high energies [11,13,33].
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In this Letter we address the controversy regarding the
interpretation of the HEA in terms of extrinsic or intrinsic
effects. We present a polarization and photon energy
dependent ARPES study on the electron-doped cuprate
[34] Nd,_,Ce, CuOQ,4, x = 0.123 in several BZs. We find
that the waterfall-like dispersion transforms into a normal,
dispersive band at certain photon energies. In addition, a
waterfall-like dispersion can be induced in the intact band
by changing the polarization of the incoming photons. The
results can be explained in terms of a wipeout of the
intensity of the broadened quasiparticle band in a particular
momentum range. Thus, we give strong evidence that the
HEA is not caused by intrinsic many-body effects, but
rather by extrinsic matrix element effects. Furthermore, the
newfound ability to observe the dispersion throughout the
entire BZ allows us to determine the mass renormalization
of the quasiparticle band relative to density functional
theory (DFT) calculations.

The Nd,_,Ce,CuOy, x = 0.123 single crystal was grown
in about 4 atm of oxygen using the traveling-solvent
floating-zone technique, annealed for 10 h in argon at
970°C followed by 20 h in oxygen at 500°C [35]. The
sample was antiferromagnetic with a Néel temperature of
about 7y = 82 K [36]. ARPES measurements were carried
out at the synchrotron radiation facility BESSY II using
the UE112-PGM2a variable photon polarization beam line
and the “12”-ARPES end station equipped with a Scienta
R8000 analyzer. All measurements were performed at
T =50 K. The total energy resolution was set between
10 and 15 meV, while the angular resolution was ~0.2°.
We point out that the ARPES experiments were performed
at relatively high photon energies (hv = 50 to 120 eV), a
range in which the cross section for Cu 34 state excitations
is 5 to 7 times larger than that for O 2p states [37]. The
crystal was mounted on a six-axis cryomanipulator
allowing polar, azimuthal, and tilt rotation of the sample
in ultrahigh vacuum with a precision of 0.1°. The exper-
imental geometry is shown in Fig. 1(a). The mirror plane
(0,0,7) =T = (7,0,0)=(x,0, z) was turned into the scat-
tering plane. In this way, cuts shown in Fig. 1(b) parallel to
the I' — (0, z) direction for various k, values could be
recorded by changing the polar angle from nearly normal
incidence to more grazing incidence. In the chosen sample
orientation, the Cu 3d,>_,» conduction band states have
an even symmetry with respect to the scattering plane as
shown in Fig. 1(a). For nonzero photoemission intensity on
the mirror plane, the final state must be even with respect to
this plane and the same holds for the product of the dipole
operator and the initial state. Therefore, for this sample
orientation and for p-polarized light (e parallel to the mirror
plane, dipole operator even) the matrix element should be
finite near the mirror plane, while for s-polarized light
(e perpendicular to the mirror plane, dipole operator odd)
the matrix element should vanish [see Eq. (2)]. In a study of
the origin of the shadow Fermi surface in cuprates it was
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FIG. 1 (color online). (a) Experimental geometry. (b) Cuts
in the reciprocal space used in the present investigation.
(c)—(g) Experimental ARPES intensity distribution maps recorded
with parameters given in the labels. (h)—(l) calculated ARPES
intensities using the parameters of (c)—(g), respectively. For both
the ARPES data and the calculations linear intensity scales with
arbitrary scales were used.

shown that the intensity vanishes in a narrow range of +2°
when the transition is symmetry forbidden [38].

ARPES intensity calculations were done fully relativis-
tically based on the Dirac equation [39]. One-step model
[40] and multiple scattering theory were utilized. The latter
also was used for the final states. The potential for
Nd,CuO, was calculated by using self-consistent elec-
tronic structure calculations with the Korringa-Kohn-
Rostoker method [41,42]. In the calculations, many-body
correlations were taken into account by the complex
self-energy function X. For the initial state we used the
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experimental self-energy function derived from the ARPES
experiments (see below). For the final state a constant value
JZp =2 eV was used.

In Figs. 1(c) and 1(d) we present the sum of ARPES
intensity plots along the BZ edges recorded with right
(cy) and left (c_) circularly polarized photons having
two different photon energies. For hv =120 eV [see
Fig. 1(c)] and k, = 57 [cut No. 3 in Fig. 1(b)] a clear
HEA at Ey =0.25 eV is detected. At this energy the
normal dispersion transforms into a vertical waterfall-like
dispersion accompanied by a reduction of the intensity
near k, = 0. On the other hand, changing the photon energy
to hv = 94 eV [see Fig. 1(d)] and k, = 7z [cut No. 2 in
Fig. 1(b)] reveals a band with a normal dispersion and
with a width at constant energy that continuously increases
with increasing binding energy. Since we observe similar
changes as a function of photon energy for k, = nrz,
n =1,3, and 5 (not shown) we conclude that the change
of the spectra shown in Figs. 1(c) and 1(d) is caused by
the variation of the photon energy and not by the change
of k,. Furthermore, Nd,_,Ce, CuQ, is essentially a two-
dimensional electronic system [43]. Therefore, while k|
changes upon variation of the photon energy, this is not
expected to change the spectral function. Thus, the drastic
change of the intensity plots presented in Figs. 1(c) and 1(d)
indicates that the HEA is caused by matrix element effects
and not by changes of the spectral function.

In Figs. 1(e)-1(g) we present similar energy distribution
maps, but now recorded with the wave vectors k, = 37/8
[cut No. 1 in Fig. 1(b)]. In these cuts, the Fermi surface is
crossed at the nodal point. For hAv =110eV and p
polarization, a normal dispersion is observed near k, = 0
[see Fig. 1(f)]. Compared to the antinodal point, the bottom
of the band has moved to higher E, which is expected from
band structure calculations. The spectral weight of the band
extends into the region of the nonbonding oxygen valence
bands. On the other hand, near k, = —2z, a HEA is
observed. At the same photon energy (hv = 110 eV) but
for s polarization, we know that the intensity must vanish
at the mirror plane (k, = 0). In Fig. 1(¢) we see that, when
the matrix element is intentionally suppressed in this way, a
HEA appears at Egy = 0.4 eV. Thus, the existence of the
waterfall-like dispersion can be unambiguously attributed
to a vanishing matrix element near k, = 0. In the second
BZ we detect a more normal dispersion. Furthermore, for
hv = 100 eV and p polarization, a HEA is observed in the
first and the second BZ [see Fig. 1(g)]. Comparing the
spectra presented in Figs. 1(f) and 1(g) which both were
measured with the same (p) polarization, the difference
near k, = 0 cannot be explained by a suppression of the
matrix element due to a specific photon polarization but
rather indicates an extinction of the matrix element near the
(ky, ky, = 0) line for specific photon energies. Comparing
the intensities near k, = O presented in Figs. 1(e) and 1(g),
it is remarkable that the distances between the waterfall-like
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FIG. 2 (color online). (a) Bottom of the band along the (—z, 0)—
(m, 0) direction between the center of the BZ and the antinodal
point. Circles: ARPES data. Dashed line: tight binding (TB) fit.
Solid line: present density functional theory (DFT) calculations.
(b) Momentum distribution curve of the data shown in Fig. 1(e) at
Ep = 0.5 eV, symmetrized relative to k, = 0. The blue line
shows a quadratic momentum dependence. (c) Imaginary part of
the self-energy JX as a function of the binding energy near the
nodal and the antinodal point. The lines are fits to the data (see
text). (d) Width I" of the spectral weight at the bottom of the band
near the antinodal point [k = (#,0)] and at the cut through the
nodal point [k, = (37/8,0)]. Red region indicates the range of
the existence of quasiparticles (I' < Ep).

dispersions in momentum space along k, is about twice
as large for the former than for the latter. We attribute
the differences in Ey (changing from 0.4 to 0.55 eV)
to the different extinction ranges of the matrix elements.
In Fig. 2(a) we plot the bottom of the band along the
I' — (#,0) direction, derived from fits of energy distri-
bution curves at k, = 0 using spectra that show no HEA
and compare this result with our DFT calculations.
The interpretation of the ARPES results on the HEA in
terms of matrix element effects is supported by a simple
calculation of the matrix element for the selected geometry
and sample orientation using atomic wave functions for the
|d) initial state and (p|/(f| final states [44]. As expected,
these calculations yield for s-polarization a vanishing
matrix element at the mirror plane, but for photons emitted
at a finite angle relative to the mirror plane the matrix
element increases linearly with that angle. This means that
for small angles the intensity should increase proportionally
to k§ which is in perfect agreement with a momentum
distribution curve at Ez = 0.5 eV of the ARPES data
shown in Fig. 1(e) [see Fig. 2(b)]. One explanation to
account for the observed hv dependence would be that for
particular photon energies only final states that are odd with
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respect to the mirror plane can be reached. This would
explain why for p polarization the intensity is zero in the
mirror plane. The calculation predicts for finite emission
angles relative to the mirror plane a finite intensity propor-
tional to k§ due to even final states that contribute to the
matrix element linearly with increasing angle. This would
explain why for certain energies even for p polarization a
waterfall-like dispersion is observed [see Fig. 1(g)].

The interpretation of the HEA in terms of extrinsic
matrix element effects is furthermore strongly supported by
the ARPES intensity calculations that are in qualita-
tive agreement with the experimental ARPES data [see
Figs. 1(h)-1(1))]. Part of the remaining differences are related
to the fact that for the nonbonding O 2 p bands, the same self-
energy function as for the Cu 3d band has been used, which
leads to an unphysical broadening of the former bands.

The presented ARPES data together with the supporting
calculations provide strong evidence that the HEA is not
related to an anomalous spectral function, i.e., to specific
many-body effects. Rather, it is caused by a wipeout of a
broad intensity distribution of the spectral weight near
particular high-symmetry lines due to the extinction of the
matrix elements (see also Fig. 2 in the Supplemental
Material [44]), i.e., by extrinsic effects.

We point out that there are two prerequisites
for the appearance of the waterfall-like dispersion in
Nd,_,Ce,CuOy: (i) a locally vanishing matrix element
and (i) a strong broadening of the spectral weight at
higher binding energies. As a consequence, the HEA can
occur in other strongly correlated systems with a strong
broadening of the “bands” with increasing binding energy
due to high scattering rates.

In fact, we argue that extrinsic effects underlie the HEA
in the hole-doped cuprates as well. The basis for this
assertion is the observation of a Y-shaped (instead of a
waterfall-like) dispersion for certain measurement geom-
etries in Bi,Sr,CaCu,Og [8]. The dispersion shown in that
work is very similar to the one we present in Fig. 1(f). The
observation of a dispersion without anomaly would exclude
an intrinsic origin. A further indication that the situation is
the same in p- and n-doped systems is provided by the
momentum dependence of Ey. In both hole-[6] and
electron-doped [14] systems, Ey is found to decrease
going from the nodal towards the antinodal point. This
effect can be readily explained in terms of a suppression of
the intensity of a normal quasiparticle band: near I' the
bottom of the band is deeper than at the antinodal point. It,
therefore, intersects the wipeout region at a higher binding
energy. Furthermore, the difference of the Ej values of
~0.4 eV between p- and n-doped cuprates, which was
linked to the difference of the chemical potential [14] can
now be understood as a wipeout of quasiparticle bands,
ranging to different energies below the Fermi level. Finally,
the angular width of the wipeout region at the antinodal

point in Nd,_,Ce,CuQ, is comparable to that observed in
p-type doped Bi,Sr,CaCu,0Og [38].

Since we can now follow the dispersion to the bottom
of the band, we can derive reliable results for the mass
enhancement compared to DFT calculations. Using the
data presented in Fig. 2(a), we obtain a high-energy mass
renormalization of 2.1 near the antinodal point while at " a
value of 2.3 derived. We remark that these values have large
errors of about 30% as a result of the considerable variation
in the energy of the Cu-O conduction band relative to the
Fermi level in the published DFT calculations. Moreover,
we have analyzed the energy dependence of the imaginary
part of the self-energy, extracted from momentum
distribution curves, using the relation JX = —A — BE“
[see Fig. 2(c)]. Near the antinodal point we obtain
A=0.11140.003eV, B=047+0.09eV!™, and
a=12=£0.1, whereas near the nodal point A =
0.103+0.002eV, B=1440.1eVI™% and a=
2.15 + 0.07. The observation of a nearly quadratic increase
as a function of energy at the nodal point indicates a Fermi
liquid behavior and explains the quadratic temperature
dependence of the in-plane resistivity above the super-
conducting transition temperature [45]. The nearly linear
increase at the antinodal point signals the proximity to a
marginal Fermi liquid [46]. Near the center of the BZ, at
ky = (37/8,0) the total lifetime broadening amounts to
65% of Ep [see Fig. 2(d)]. This indicates that even at
the bottom of the band, spectral weight of quasiparticles
is observed and that at these Ey values we are not in the
incoherent range as previously suggested in the literature
[5,18,21,26,32]. In addition, the lack of a high-energy kink
and the continuous increase of the width as a function of E
do not support scenarios of a strong coupling of the charge
carriers to discrete high-energy bosonic excitations such as
magnetic excitations with an energy of 2J = 0.3 eV (J is
the exchange energy) [34] which could mediate high-T,
superconductivity [9,17,19,29,33]. Rather, the results pre-
sented here indicate a strong coupling of the charge carriers
to low-energy electronic excitations, e.g., spin excitations
between regions near the antinodal points leading there to a
marginal Fermi liquid behavior as described by [47,48].

To summarize, our ARPES results on an n-doped cuprate
together with a calculation of the ARPES intensity in a
one-step model clearly show that the HEA is not related to
an intrinsic anomalous dispersion of the spectral weight.
Rather, it is caused by a combination of a wipeout due to
matrix element effects and high scattering rates at high
energies. By selecting suitable photon energies we are
able to obtain important information on the many-body
properties of doped cuprates which places strong con-
straints on theories of high-7'. superconductivity in these
systems. Furthermore, the present results provide impor-
tant information about the electronic structure of doped
Mott-Hubbard insulators: a vertical dispersion between the
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coherent quasiparticles and the incoherent lower Hubbard
band [5,18,21,26,32] is not supported.
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