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A complete time-resolved x-ray imaging experiment of laser heated solid-density hydrogen clusters is
modeled by microscopic particle-in-cell simulations that account self-consistently for the microscopic
cluster dynamics and electromagnetic wave evolution. A technique is developed to retrieve the anisotropic
nanoplasma expansion from the elastic and inelastic x-ray scattering data. Our method takes advantage of
the self-similar evolution of the nanoplasma density and enables us to make movies of ultrafast nanoplasma
dynamics from pump-probe x-ray imaging experiments.
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The unique pulse characteristics of x-ray free-electron
lasers (XFELs) [1,2] promise striking new applications.
The high photon flux permits single-shot structural analysis
of nanomaterials [3] and biomolecules [4] via x-ray dif-
fraction. In combination with the few femtosecond XFEL
pulse duration, this allows time- and space-resolved dif-
fractive imaging of single objects, with the ultimate goal of
visualizing ultrafast dynamics in matter with atomic-scale
resolution [5,6].
In this Letter, we theoretically study the feasibility of

near-infrared (NIR) pump XFEL probe imaging of nano-
plasma dynamics. Exposure to intense NIR fields turns
solid-density materials into localized, highly ionized finite
plasmas that expand on a femtosecond time scale. This
dynamics is important for a wide range of processes, such
as subwavelength laser machining [7]; the generation of
ultrashort x-ray, electron, and ion pulses from surfaces
[8,9], foils [10–15], clusters [16,17], or droplets [18,19];
and laser Coulomb explosion imaging of molecules [20].
So far, experimental access to the femtosecond nanoplasma
dynamics is challenging and has been mostly indirect, e.g.,
via the analysis of final spectra of electrons, ions, and
emitted radiation. This limits insight into the underlying
physics and impedes understanding and optimization of the
above processes.
Dynamic XFEL imaging presents a promising route

towards a direct visualization of ultrafast dynamics in finite
solid-density plasmas with nanometer resolution, which
would substantially extend the capability of existing
real-time plasma imaging techniques [10,21–25]. Its exper-
imental feasibility has been demonstrated in recent proof-
of-principle investigations of clusters; cluster size [26] and
shape [27] have been measured in static experiments, and
signatures of transient phenomena have been observed
[28]. However, to enable dynamical imaging in practice, a
method for inversion and interpretation of the scattering
data is needed. This remains challenging for various
reasons: First, the phase of the scattered field is missing;

second, transient changes complicate retrieval; and third,
probing with high x-ray intensity may introduce additional
dynamics [29]. Here we explore a first idea on how to
retrieve the NIR induced electron density evolution quan-
titatively from the x-ray scattering intensity.
In order to develop and test retrieval methods, complete

knowledge of both the NIR pump dynamics and the XFEL
probe process is needed. This requires a self-consistent first-
principle description of plasma dynamics and electromag-
netic field evolution, including elastic and inelastic classical
x-ray scattering. The particle dynamics may be described
classically, as intense laser pulses turn the target quickly into
a nondegenerate plasma. However, many-particle correla-
tions and plasma microfields need to be resolved, as (i) NIR
laser driven solid-density plasma dynamics mostly takes
place in the regime of strongly coupled plasmas [30], and
(ii) short x-ray wavelengths probe atomic-scale plasma
fluctuations. Conventional techniques, such as molecular
dynamics and (collisional) electromagnetic particle-in-cell
codes, miss either wave propagation or the atomic-scale
plasma correlations and fluctuations. Therefore, they cannot
deliver a complete account of the pump-probe process. The
above requirements are met by the microscopic particle-in-
cell (MicPIC) technique [31] used in our analysis.
For clarity, our numerical MicPIC imaging experiment

focuses on the simplest nanoplasma representative, a solid-
density hydrogen cluster, and reveals the following:
(i) We find an anisotropic self-similar electron density

expansion that can be represented by an analytical profile.
The evolution can be captured by two time- and direction-
dependent parameters (core radius, surface width). The
core electron density remains constant.
(ii) A clear correspondence is established between

density profile parameters and features in the scattering
data; core radius and surface layer width determine fringe
spacing and angular decay of the elastically scattered x-ray
intensity; the core electron density determines the shift of
the inelastic plasmon peak.
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(iii) Based on the self-similar plasma profile parametri-
zation, a retrieval method for dynamic x-ray imaging is
developed that will enable XFELs to make movies of laser
induced expansion dynamics of finite nanoplasmas. The
method is demonstrated for clusters; potential applications
to other finite plasma systems with self-similar expansion,
such as nanodroplets, thin foils, or nanorods, will be
discussed at the end.
For our analysis, we consider spherical R ¼ 25 nm

solid-density hydrogen clusters (2.7 × 106 atoms, fcc
structure, atomic Wigner-Seitz radius rs ¼ 1.79 Å).
Tunnel and electron impact ionization of the atoms are
modeled by effective quantum rates [32]. Resulting ions
and plasma electrons are modeled by Gaussian charge
distributions ρðr;wÞ¼qexpð−r2=w2Þ=π3=2w3 with particle
charge q and width parameter w ¼ 0.85 Å, such that the
classical electron-proton binding energy fits the atomic
hydrogen ground state energy of E0 ¼ −13.6 eV. On the
PIC level, particles are treated as Gaussian distributions
with a larger width of wpic ¼ 1.14Δx; this automatically
specifies the range over which charged particle interactions
have to be corrected on the Mic level [31]. Electric and
magnetic fields on the PIC level are propagated by solving
Maxwell’s equations on a staggered, equidistant spatial grid
with resolution Δx ¼ 4 Å, ensuring proper sampling of the
x-ray field. Both the NIR pump (800 nm, 1015 W=cm2)
and x-ray probe (10 nm, 1016 W=cm2) pulses are plane
waves with a 10 fs Gaussian temporal intensity envelope
(FHWM), are polarized in x direction, and propagate in z

direction [see Fig. 1(a)]. A full run takes about 30 days on
an 80 core (8 × Intel E7-8860) shared memory workstation.
The NIR pump pulse induces rapid plasma formation;

tunnel and impact ionization deplete the hydrogen atoms
and create a fully inner ionized cluster near the pulse peak
[Fig. 1(d)]. Cluster expansion starts immediately due to
the low proton mass [Fig. 1(c)]; the electron kinetic energy
decrease indicates hydrodynamic expansion [Fig. 1(b)];
additional ion acceleration via Coulomb explosion is
evident from the fact that the ion kinetic energy gain is
stronger than the decrease in electron kinetic energy.
Eventually, about 80 eV per atom is absorbed.
The cluster dynamics is imaged by soft x-ray probe

pulses for various pulse delays; see Fig. 1(e). Our calcu-
lations show that inverse bremsstrahlung heating due to
the x-ray pulse is negligible, such that the NIR induced
nanoplasma dynamics in Figs. 1(b)–1(d) is not distorted.
For each delay, the time-dependent, angular-resolved scat-
tered electric fields are recorded on a virtual detector
[Fig. 1(a)] and frequency filtered to isolate and extract
the elastic and inelastic x-ray scattering signal [Fig. 1(f)].
From the respective scattered transverse electric fields
Eel=inel
⊥ ðΘ; tÞ, we calculate the scattered fractions

Sel=inelðΘÞ ¼ ε0cR2
d

πR2F0

Z
½Eel=inel

⊥ ðΘ; tÞ�2dt; ð1Þ

with ε0 the vacuum permittivity, c the speed of light, Rd the
detector distance, and F0 ≈ I0τ the fluence of the incident
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FIG. 1 (color). (a) Sketch of the simulation setup with the R ¼ 25 nm hydrogen cluster, the virtual detector (defined by a sphere with
radius Rd ¼ 290 nm around the cluster center), and the incident laser fields. (b)–(d) Time evolution of selected observables during and
after the NIR pump excitation. (e) Resulting elastic and inelastic scattered fraction (detection in the y-z plane) for different x-ray probe
delays and the Mie-theory result for an unexpanded cluster for comparison. In the limit Rd → ∞, SðΘÞ specifies the number of x-ray
photons scattered into an element of solid angle per incident photon impinging on the initial geometric cluster cross section. (f) Scattered
x-ray intensity spectrum (averaged over 60° < Θ < 90°) with elastic and inelastic contributions. (g) Mie results showing the minor
impact of the finite MicPIC detector distance (black vs red lines) and the size-independent universal envelope of the elastically scattered
fraction for weakly absorbing spheres (gray line).
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x-ray field. An x-ray–only run with electrons placed at rest
on top of the ions was used to validate the elastic MicPIC
data against Mie calculations [Fig. 1(e)].
The MicPIC pump-probe scattering spectra [Fig. 1(f)] are

dominated by the elastic contribution. The inelastic signal
with two symmetric satellite peaks is due to coupling with
longitudinal plasmon excitations. The plasmon exists as part
of the thermal electron density fluctuations and leads to
Raman-type scattering; the collective motion imprints an
additional modulation on the scattered field that creates the
satellites.Whereas the pronounced interference fringes of the
elastic signal decay with increasing angle, the inelastic signal
increases with angle, does not exhibit interference fringes,
and fluctuates with delay; see Fig. 1(e). The spectral plasmon
satellites are a key diagnostic tool in plasma x-ray Thomson
scattering [33,34] and provide a sensitive measure of the
plasma electron density. In the MicPIC data, the spectral
shift of the peaks is independent of delay [cf. Fig. 1(f)] and
matches the volume plasmon energy ℏωpl ¼ 7.6 eV for
fully ionized hydrogen at the initial cluster density.
The elastic MicPIC scattering images [Fig. 1(e)] reveal

two main pump-probe delay effects. (i) The slope of the
elastic scattering signal increases with delay, resulting in a
signal drop by more than one order of magnitude. (ii) The
fringe separation increases continuously with pulse delay.
Assuming a sphere, this trend would correspond to a
reduction of cluster size, which seems to be in striking
contradiction to the increasing radius in Fig. 1(b). To
resolve this apparent contradiction, a more detailed analysis
of the expansion dynamics is needed.
Figure 2 shows direction-resolved radial density profiles

of electrons and ions averaged over cones (π=4 full opening
angle, cone apex at cluster center) aligned parallel (green)
and perpendicular (blue) to the laser polarization. The
density profile snapshots show that in early stages surface
ions are unscreened and undergo rapid Coulomb explosion.
The anisotropy of the ion spectra arises from the oscillating
electron cloud (during NIR pump excitation) which peri-
odically exposes the cluster poles; the effectively reduced
charge screening at the poles results in stronger ion
acceleration along the polarization axis [35–37]. After
Coulomb expulsion of the surface ions, the remaining
ion and electron densities overlap and screen each other,
and the cluster continues to expand hydrodynamically.
In the hydrodynamic cluster expansion, the density

profiles follow a self-similar shape, similar to the expansion
predicted for a semi-infinite plasma [38,39]. The radial
MicPIC electron density can be accurately described in all
expansion stages by a sharpened Fermi distribution

neðrÞ ¼
nc

½expðr−rcds Þ þ 1�s ; ð2Þ

with core density nc, core radius rc, and decay length d as a
measure of the surface width; the sharpness factor s ensures
the correct transition behavior between the two asymptotic

limits (Fig. 2). The parameter evolution is extracted by
fitting Eq. (2) to the time-dependent MicPIC electron
density [solid lines in Figs. 3(a)–3(c)]. The main features
are linear decrease of the core radius rc and linear growth
of surface width d; the actual parameter values differ for
parallel (green) and perpendicular (blue) profiles, reflecting
the anisotropic expansion; the sharpness s converges
rapidly and is thus of little relevance to the dynamics.
As a result, the complex plasma expansion dynamics can be
captured by two parameters, core radius and surface width.
Equipped with this knowledge, we can now explain the

features, observed in the scattering images in Fig. 1(e), in
terms of the density profile parameters. For the sake of
simplicity, we first consider a spherical electron distribution
with the radial density described by Eq. (2). In the first
Born approximation and including polarization effects, the
resulting scattering image is determined by

EðrdÞ ¼
Z
V

~r × ðE0 × ~rÞreeiðkrþk~rÞ

~r3
neðrÞd3r; ð3Þ

where k is the incident x-ray wave vector, re is the classical
electron radius, and ne is taken from Eq. (2). Further, E0

and E are complex amplitudes of the incident field and the
scattered field at detector position rd. The detector position
in the frame of each scattering subvolume is denoted by
~r ¼ rd − r. The scattered fraction in Born approximation is
determined by SBðΘÞ ¼ Rd

2Ê2⊥=πR2Ê2
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FIG. 2 (color). Radial electron and ion density profiles for
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the inset of Fig. 3 as a function of d and rc in the limit
s → 0 (sharp edge). We find that the core radius rc affects
only the fringe separation without changing the envelope of
the scattering signal. Vice versa, the decay length d mainly
changes the slope of the envelope and modifies fringe
positions only marginally. Consequently, the growing
fringe spacing and signal drop for increasing delay in
Fig. 1(e) can be explained by the shrinking core radius and
cluster surface expansion.
Finally, we show that the self-similar density profile is

key to reconstructing the anisotropic nanoplasma evolution
from experimentally measured angular-resolved scattering
images. To this end, Born scattering patterns are calculated
from the analytical density profile nðr; θÞ in Eq. (2) in the
sharp edge limit (s → 0) using anisotropic values for both
core radius rcðθÞ and decay length dðθÞ; here θ is the angle
with respect to the NIR polarization. For both para-
meters, we chose an angular dependence αðθÞ ¼ αperp þ
ðαpar − αperpÞcos2θ to model an ellipsoidal density,
resulting in a total of four free parameters. The sharpness
is neglected, as it is irrelevant for the dynamics. The
scattered fields are determined by inserting nðr; θÞ into
the Born expression Eq. (3). Optimal values of the four
parameters are determined by simultaneously fitting Born
images in the x ¼ 0 (S⊥) and y ¼ 0 (S∥) planes to
corresponding MicPIC results via simplex optimization.
We performed additional MicPIC runs with a rotated virtual

detector to obtain the simulated S∥ scattering data; the two
directions mimic the full two-dimensional scattering images
available in experiments. The examples in Fig. 3(d) illus-
trate that the anisotropic Born fits accurately describe the
direction-resolved MicPIC scattering data.
The parameters retrieved from the MicPIC scattering

images [squares in Figs. 3(a) and 3(b)] agree well with the
parameters extracted directly from the MicPIC electron
density profile. The anisotropic core radius and surfacewidth
evolution can be retrieved quantitatively; remaining small
deviations reflect the idealization via the four-parameter
geometry model. This proves the feasibility of our recon-
structionmethod, which—together with experimental data—
will enable direct dynamic imaging of electron density
profiles. Since during the hydrodynamic expansion phase
electron and ion profiles evolve together, the reconstructed
profiles apply to both. Combining the elastic and inelastic
scattering enables a fully quantitative reconstruction. The last
missing parameter is the core electron density, which can be
extracted from the plasmon peak in the scattering spectrum.
Because of the weaker inelastic scattering, signal accumu-
lation over many shots or higher x-ray intensities might be
required for resolving the plasmon peaks.
Although our analysis has been restricted to hydrogen

clusters, we expect qualitatively similar results for heavier
element clusters with incomplete inner ionization. In these
clusters, both bound and free electrons contribute to the
elastic scattering image, and the x-ray probe pulse will
generate additional plasma electrons via photo- and sec-
ondary ionization throughout the cluster. This will change
the elastic scattering quantitatively through the difference
in scattering factors of bound and free electrons; however,
it will only weakly influence the relative signatures of the
scattering image that are determined by the plasma geom-
etry. Further, inelastic scattering depends on the free-
electron density and is sensitive to x-ray induced ionization.
The x-ray intensity dependent shift of the plasmon satellites
presents a valuable diagnostic tool to measure the influence
of x-ray probe pulses. Finally, the dynamics analyzed here
in hydrogen clusters on a 100 fs time scale will take place
on a longer time scale in heavier element clusters. We thus
expect that the anisotropic plasma expansion dynamics can
be resolved with the ∼50 fs temporal resolution [40]
currently available at free-electron laser facilities.
In conclusion, we reported a complete numerical experi-

ment of dynamical x-ray imaging of clusters. The near-
infrared induced anisotropic nanoplasma evolution can be
efficiently described by a simplified ellipsoidal geometry
model; the relevant model parameters, and therewith the
complete electron density dynamics, can be quantitatively
retrieved from x-ray scattering data. This, together with
experiments in progress [41], opens a path towards making
movies of finite plasma dynamics. Our method could be
applied directly or with minor modifications to the study of
little understood processes in clusters, such as anomalous
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explosion [42], quasimonoenergetic ion generationvia shock
waves [43], distorted ion expansion through propagation-
induced near fields [18], and ultrafast plasmawave dynamics
[31]. Assuming self-similar spreading similar to the ellip-
soidal cluster expansion, the generalization to more complex
geometries like nanotubes or nanowires appears feasible,
promising insight into the ultrafast high-density plasma
formation at laser driven nanostructured metal surfaces
[44]. Further potential applications are related to XFEL
imaging of localized nanoplasmas at surfaces, e.g., for
understanding the pulse structure dependence of subwave-
length laser material machining in dielectrics [7] or for
identifying optimal routes for localized laser modification of
biological tissue [45]. In general, dynamic XFEL imaging of
laser driven finite nanoplasmaswill allowdirect visualization
and thereby a deeper understanding of fundamental ultrafast
plasma processes relevant for a wide range of applications.
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