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The coherent evolution of an electron hole in a photoionized molecule represents an unexplored facet of
charge transfer phenomena occurring in complex systems. Using ultrafast extreme ultraviolet spectroscopy,
we investigate the real-time dynamics of an electron hole wave packet created near a conical intersection in
CO2. We resolve the oscillation of the electron hole density between σ and π character, driven by the coupled
bending and asymmetric stretch vibrations of the molecule. We also quantify the mixing between electron
hole configurations and find that the wave packet coherence diminishes with time due to thermal dephasing.
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The rapid motion of charge within a molecule and the
resulting redistribution of energy is essential for the
function of chemical and biochemical reactions [1,2].
Fundamentally, molecular charge dynamics are driven by
either electron correlation effects or through the coupling of
electronic and nuclear degrees of freedom. Therefore, the
natural time scale for charge motion lies in the attosecond to
femtosecond regime. Recent developments in attosecond,
extreme ultraviolet (XUV) science provide new opportuni-
ties for the real-time investigation of electron dynamics in
atomic [3–6] and molecular systems [7–13]. Specifically, by
virtue of the high photon energy, ultrafast XUV pulses allow
access to electron hole dynamics in photoionized molecules,
an unexplored class of charge transfer phenomena [14–16].
Compared to the electron dynamics in neutral molecules, a
photoionized molecule is an open system where additional
interactions, including photoelectron entanglement [17], can
influence the charge dynamics.
Ultrafast electron hole dynamics in a photoionized

molecule originate from the coherent evolution of a super-
position of quantum states composing a nonstationary wave
packet. Conventional, synchrotron-based XUV sources can
be used to infer electron hole dynamics [18,19], but this
energy resolved approach cannot observe wave packet
motion in real time. On the other hand, time-domain studies
can elucidate the dynamic nature of correlations driving
ultrafast charge dynamics in molecules and can open the door
for the direct control of reaction pathways. Attosecond and
femtosecond XUV pulses based on nonlinear high-harmonic
generation (HHG) offer sufficiently broad bandwidths,
forming an ideal tool for probing electronic superpositions
in a wide variety of systems [5,6,11,12]. However, these
techniques have not been applied in the pump-probe studies
of coherent charge dynamics in polyatomic systems that
exhibit complex behavior near conical intersections.
A conical intersection arises when distinct electronic

states become degenerate at a certain set of interatomic

coordinates [20], leading to the breakdown of the conven-
tional Born-Oppenheimer approximation that serves as the
basis for the interpretation of many molecular phenomena.
Near this point of degeneracy, the electronic and vibrational
degrees of freedom become strongly coupled, producing
nonadiabatic, vibronic effects which serve to mediate
charge transfer processes.
Owing to its small size and known structure [21–23], the

CO2 molecule forms an excellent choice for studying such
complex charge dynamics. Using a femtosecond XUV
pump and near-infrared (NIR) probe scheme, we inves-
tigate the electron hole dynamics near a conical intersection

FIG. 1 (color online). The femtosecond XUV pulse photoionizes
CO2 to the B2Σþ

u ionic state with σu electron hole density
distributed along the bonding axis. Vibronic interactions near
the conical intersection couple this state to the A2Πu ionic state
which is associated with the πu electron hole. The potential energy
surfaces of both these states are shown as a function of the
symmetric C-O stretch, Qg, and asymmetric C-O stretch, Qu,
coordinates. We resolve the electron hole dynamics with a
time-delayed NIR pulse that excites the B2Σþ

u population to the
predissociative C2Σþ

g state resulting in the formation of observable
COþ ions.
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in the COþ
2 ion. We find that the electron hole density

exhibits a coherent oscillation between the σ and π
characters. By analyzing the amplitude of this quantum
beat signal, we are able to quantify the strength of the
vibronic coupling between two electronic states forming a
conical intersection. Importantly, these dynamics evolve
in bound (nondissociative) states of the molecule, which
allows us to monitor the coherence of the electron hole over
a long time scale. We observe that the coherence in the
electron hole oscillation decreases with time and we
attribute this decay to a thermal dephasing mechanism.
In essence, we obtain a comprehensive view of the complex
evolution of an electron hole wave packet generated in a
polyatomic molecule. Our results demonstrate that time-
resolved XUV spectroscopy forms a versatile tool for the
exploration of correlated dynamics of inner-valence elec-
tron holes. This represents an interesting and complex
regime distinct from the prior studies of valence electron
dynamics in neutral molecules [24–27]. Furthermore, our
ability to quantify the nonadiabatic couplings and quantum
coherence opens new avenues for the ultrafast studies of
charge and energy transfer mechanisms.
The ionization from the outer four molecular orbitals of

CO2 results in the formation of the ionic states X2Πgð1πgÞ−1
(13.8 eV), A2Πuð1πuÞ−1 (17.3 eV), B2Σþ

u ð3σuÞ−1 (18.1 eV),
and C2Σþ

g ð4σgÞ−1 (19.4 eV) [21]. Importantly, the
A2Πuð1πuÞ−1 and B2Σþ

u ð3σuÞ−1 states form a conical
intersection for nuclear coordinates close to the neutral
ground-state, equilibrium geometry. These states couple
through the joint effect of the bending and the asymmetric
stretching motions of the C-O bonds, which is the well-
known case of bilinear vibronic coupling [22]. The potential
energy surfaces of theB2Σþ

u ð3σuÞ−1 and A2Πuð1πuÞ−1 states
are shown in Fig. 1 in the vicinity of the conical intersection.
To study the nonadiabatic electron hole dynamics associated
with these coupled states, we use the pump-probe scheme
illustrated in Fig. 1. A few-femtosecond XUV pulse obtained
through HHG in Xe gas is used to ionize the CO2 molecules
to the B2Σþ

u ionic state, launching an electron hole wave
packet with density along the bonding axis (σu hole).
Vibronic interactions induced by the conical intersection
will result in the periodic transfer of the electron hole
population to the A2Πu state, with electron hole density
around the bonding axis (πu hole). To resolve these dynam-
ics, we use a time-delayed 45 fs NIR pulse with a central
wavelength of 785 nm to excite the B2Σþ

u state population to
the quasibound C2Σþ

g state, the dissociation of which creates
observable COþ fragments. Using a time gated velocity map
imaging detector, we measure the yield of low energy COþ
ions as a function of XUV-pump, NIR-probe time delay.
Figure 2(a) shows the experimental measurements of

the COþ ion yield obtained as a function of pump-probe
time delay. We recorded the ion yield for NIR polarizations
both parallel and perpendicular to the XUV polarization.
The most striking feature of this data is the strong

oscillatory signal with a period of 115 fs riding on top
of the ion yield curves. To unveil the nature of the 115 fs
oscillation, we consider the bilinear vibronic coupling
Hamiltonian proposed in Ref. [22], with vibronic states jng;
nρ; nu;A2Πui ¼ jχAi and jn0g; n0ρ; n0u;B2Σþ

u i ¼ jχBi form-
ing our basis set. The quantum numbers ng, nρ, and nu
correspond to the vibrational excitations in C-O symmetric
stretch, O-C-O bending, and C-O asymmetric stretch
modes. The motion along these three normal modes is
represented using coordinatesQg,Qρ, andQu, respectively.
In this formalism, the coupling induced by the conical
intersection manifests as off-diagonal matrix elements in
the Hamiltonian, VAB ∝ hχAjQρQujχBi, resulting in the
mixing of vibronic states. Using symmetry considerations
and a multiconfigurational time-dependent Hartree
(MCTDH) numerical approach [28], we find that the
jχBi ¼ j0; 0; 0;B2Σþ

u i and jχAi ¼ j3; 1; 1;A2Πui vibronic
states exhibit the strongest coupling and dominate the
wave packet dynamics [29]. These two states are nonsta-
tionary states of the vibronic Hamiltonian. However, one
can define the stationary eigenstates jϕ�i by a representa-
tion transformation

FIG. 2 (color online). (a) Experimental traces of the COþ ion
yield as a function of XUV pump, NIR probe time delay for
both parallel (blue) and perpendicular (green) NIR polarizations
relative to the XUV field. (b) The ϕþ and ϕ− eigenstates are
mostly a superposition of vibronic states j0; 0; 0;B2Σþ

u i and
j3; 1; 1;A2Πui, respectively [29]. The calculated eigenstate spec-
trum of the ion accessible by the XUVexcitation is shown on the
right. The small peak close to ϕ− is assigned to j2; 3; 1;A2Πui
and does not contribute to the observed signal. (c) Theoretical
COþ ion traces for both parallel and perpendicular probing fields
corresponding to Eq. (3). Calculations are based on a quantum
treatment of the vibronic dynamics and a classical description of
the rotational degrees of freedom.
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� jϕþi
jϕ−i

�
¼

�
cos θ sin θ
− sin θ cos θ

�� jχBi
jχAi

�
; ð1Þ

where the θ is the mixing angle which quantifies the
strength of coupling between the two vibronic states. The
hybridization diagram corresponding to this situation is
shown in Fig. 2(b).
The XUV spectrum used in our experiment predomi-

nately populates the B2Σþ
u electronic state [23,29], forming

a σu hole. This initial state is a coherent superposition of
hybridized cationic eigenstates, jϕ�i, whose relative pop-
ulations are shown in the eigenstate spectrum of Fig. 2(b).
Using the known amplitudes a� and energies E� for jϕ�i
[29], we can write a time-dependent wave function for this
system as

jΨðtÞi ¼ aþe−iEþtjϕþi þ a−e−iE−tjϕ−i: ð2Þ

Since these eigenstates states are composed of a linear
combination of σu and πu electron hole states, the system
develops a mixed σ − π electronic character as the wave
function evolves. We can see from the above equation that
the energy separation Eþ − E− characterizes the time scale
of quantum beating between the jϕþi and jϕ−i eigenstates.
The numerical results in Fig. 2(b) show an eigenstate energy
difference of 37.6 meV, which corresponds to a time scale of
110 fs. This time scale matches very well with the ion yield
oscillation observed in the experimental results of Fig. 2(a).
We can now model the observed features in the COþ ion

yield by accounting for the NIR probing step and the
rotational degrees of freedom in the molecular system.
Assuming a dominant s-wave nature for photoionization,
dipole selection rules dictate that the ionization will
preferentially occur from 3σu orbitals for molecules aligned
parallel to the XUV field [29]. Therefore, the XUV pulse
prepares an aligned distribution of COþ

2 ions in a B2Σþ
u

electronic configuration. Further, due to the dipole selec-
tion rules and bandwidth constraints, the parallel NIR
probing field exclusively maps the B2Σþ

u state population
to the predissociating C2Σþ

g state [38], resulting in the
formation of COþ ions. This transition is forbidden for a
perpendicular probing field, explaining the large discrep-
ancy in ion yield between the parallel and perpendicular
polarizations at t ¼ 0 fs seen in Fig. 2(a).
To incorporate ionization induced alignment and thermal

rotations into our simulation, we perform a quantum-
classical trajectory calculation [29]. We compute the
ensemble-averaged NIR transition dipole DBðtÞ from the
B2Σþ

u state to the final C2Σþ
g state. Using the time-

dependent wave function in Eq. (2) and calculating
DBðtÞ, we obtain the time-dependent COþ ion yield as [29]

IðCOþ; tÞ ∝ ðcos4θ þ sin4θÞDBðtÞ2

þ 1

2
sin22θDBðtÞ2 cosðEþ − E−Þt: ð3Þ

The 110 fs quantum beat is, therefore, reproduced in the
experimental COþ ion yield. Additionally, the finite rota-
tional temperature Trot of the molecular ensemble leads to
the loss of the cation’s alignment, resulting in a time
dependent DBðtÞ. Figure 2(c) shows the result of Eq. (3)
for a rotational temperature relevant to our experimental
conditions (Trot ¼ 200 K). The computed signal intensity
for parallel NIR polarization undergoes a decay in nearly
400 fs, which matches the experimental observation in
Fig. 2(a). This decay can be explained as follows: as the
ensemble rotates out of alignment, a smaller fraction of
the molecules can be probed by the parallel NIR field. On
the other hand, this opens up a larger number of molecules
which can be probed by the perpendicular NIR field,
resulting in the increase in ion yield for perpendicular
polarization.
With strong agreement between experiment and theory,

we finally arrive at a complete picture of coupled nuclear-
hole dynamics near a conical intersection (Fig. 3). The
XUV pulse first prepares the molecule in a coherent
superposition of cationic eigenstates with an initial σu
electron hole character. The bending and asymmetric
stretch motions of the molecule coherently drive the
electron hole density from the region along the molecular
axis with σu symmetry, to the region around the molecular
axis with πu symmetry. The relative electron hole density
corresponding to the evolution of the wave packet within
the first 110 fs period of quantum beating is shown in
Fig. 3(a). The reduced density of the nuclear wave packet

FIG. 3 (color online). (a) Change in electron hole densityΔρhole
with respect to time zero. The dynamics shown correspond to the
110 fs quantum beat. During this period, the electron hole density
is driven from σu character along the molecular axis to πu
character around the molecular axis. The blue (darker shading)
represents a negative change and the orange (lighter shading)
represents a positive change. (b) Change in the reduced density
of the vibronic wave packet along the coupling coordinates Qu
and Qρ associated with electronic states B2Σþ

u (upper panel) and
A2Πu (lower panel). The nuclear dynamics corresponding to the
bending and asymmetric stretching motion occur in sync with the
electron hole motion.
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on the A2Πu and B2Σþ
u states in terms of the asymmetric

stretching (Qu) and bending (Qρ) coordinates is shown
in Fig. 3(b) and demonstrates periodic modulation in
synchronization with the electron hole dynamics.
We can also monitor the evolution of quantum coherence

in the cationic superposition by using the results in Fig. 2(a)
and defining the time-dependent ion yield contrast as

CexptðτÞ ¼
IsigðτÞ − IdcðτÞ

IdcðτÞ
; ð4Þ

where IsigðτÞ is the raw COþ ion yield and IdcðτÞ is the
nonoscillatory component. In Fig. 4(a), we plot the delay-
dependent contrast observed in the experiment. We can
compare this to the theoretical ion-yield contrast from
Eq. (3), or

CtheoðtÞ ¼
1
2
sin2ð2θÞ

cos4θ þ sin4θ
cosðEþ − E−Þt: ð5Þ

The amplitude of the theoretical contrast depends only on
the mixing angle and is stationary with time, whereas the

amplitude of the experimental contrast in Fig. 4(a) decays
as a function of time delay. This decay in amplitude is
indicative of the loss of coherence. In Fig. 4(b), we plot the
delay-dependent contrast amplitude for the four prominent
oscillation periods observed in the experiment and find that
the contrast amplitude decreases linearly with time. Using
linear extrapolation, we obtain the initial contrast amplitude
before the onset of decoherence, Co, corresponding to the
oscillation peak at t ¼ 0 fs. Equating Co to the analytical
expression for the contrast amplitude [Eq. (5)], we obtain
an experimental measurement of the mixing angle,
θ ¼ 0.18ð1Þ. This can readily be compared with the mixing
angle directly obtained from the numerical results of the
MCTDH calculations which yield θ ¼ 0.195 [29]. Our
paper, thus, represents a sensitive measurement of the
coupling induced by the nonadiabatic perturbations near
a conical intersection.
From the linear fit in Fig. 4(b), we experimentally infer

the rate of decoherence to be ð0.06� 0.01Þ ps−1. The
mechanism behind this can be understood in terms of
thermal dephasing. At a finite rotational temperature, XUV
excitation from the ground state creates an incoherent
distribution of rotational levels in the jχBi vibronic state.
Since the rotational constants of coupled jχBi and jχAi
states are appreciably different, the energy gap between
them varies with the rotational quantum number, J [29]. As
a result, the J-dependent phases of electron hole oscilla-
tions diverge with time, manifesting as a loss of coherence
in our data. The dashed curve in Fig. 4(a) represents the
results of a semiclassical, linear rotor model incorporating
the effects of rotational dephasing of a thermal distribution
with Trot ¼ 200 K. The numerical contrast decays on a
very similar time scale to what is seen in the experiment.
This is further exemplified in Fig. 4(b), where the theo-
retical contrast amplitude (dashed line) follows the exper-
imental amplitude (solid line). It is interesting to note that
while the thermal ensemble is fairly warm, the coherence
in the weakly coupled cationic states persists for more than
500 fs. The concept of quantum coherence is playing an
increasingly important role in our understanding of chemi-
cal and biological phenomena [39,40], and our results
suggest that the nonadiabatic coupling to nuclear motion
provides an efficient means for mediating coherent charge
transfer in polyatomic systems.
In conclusion, we used an XUV pump and NIR probe to

resolve the ultrafast motion of an electron hole between σ
and π orbitals in the CO2 molecule. We quantified the
coupling between electronic states due to the perturbation
caused by the conical intersection and measured the
evolution of quantum coherence during the charge oscil-
lation. This approach is quite general and can be easily
extended to resolve the elusive electronic correlation driven
charge migration dynamics [41]. The real-time visualiza-
tion of electron hole dynamics in such nonadiabatic
scenarios and the understanding of the limitations of the

FIG. 4 (color online). (a) The experimental results for the
contrast of COþ ion yield oscillation for parallel polarization.
The contrast peaks and minima reflect the electronic character of
the hole as it evolves in time. The dashed curve is the theoretically
calculated contrast incorporating the effects of dephasing due to
slightly different rotational constants of the A2Πu and B2Σþ

u states
and the rotational temperature of the ensemble. (b) The contrast
amplitude is plotted for the four prominent oscillation periods
shown in (a) and it decays linearly over time due to the loss of
coherence. A linear fit to this data allows us to experimentally
measure the mixing angle to be θ ¼ 0.18ð1Þ before the onset of
decoherence. The dashed line is the theoretical calculated decay
of contrast amplitude.
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quantum system due to coupling with environmental
degrees of freedom is fundamental in probing the inner
workings of charge transfer processes occurring in nature.
The experimental and theoretical results we obtained here
for the linear triatomic molecule represent first steps in
elucidating these dynamics and pave the way for the
application of attosecond and femtosecond XUV spectros-
copy in the measurement and control of charge dynamics in
complex biochemical processes.
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