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Molybdenum disulphide (MoS2) has attracted much interest in recent years due to its potential
applications in a new generation of electronic devices. Recently, it was shown that thin films of MoS2 can
become superconducting with a highest Tc of 10 K when the material is heavily gated to the conducting
regime. In this work, using the group theoretical approach, we determine the possible pairing symmetries of
heavily gated MoS2. Depending on the electron-electron interactions and Rashba spin-orbit coupling, the
material can support an exotic spin-singlet pþ ip-wavelike, an exotic spin-triplet s-wavelike, and a
conventional spin-triplet p-wave pairing phase. Importantly, the exotic spin-singlet pþ ip-wave phase is a
topological superconducting phase that breaks time-reversal symmetry spontaneously and possesses
nonzero Chern numbers where the Chern number determines the number of branches of chiral Majorana
edge states.
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Introduction.—A monolayer of molybdenum disulfide
(MoS2) is a chemically stable 2D material similar to
graphene. It consists of triangularly arranged Mo atoms
sandwiched between two layers of triangularly arranged S
atoms [1,2]. Pristine monolayer MoS2 is a direct band gap
semiconductor with a gap of about 1.8 eV located at the two
K points of the Brillouin zone [3–8]. Because of its layered
structure, chemical stability, relatively high mobility, strong
spin-orbit coupling (SOC), and the intrinsic massive Dirac
gap, MoS2 is considered a candidate material for next
generation ultrathin field effect transistors [9–13] and
valleytronic devices [14–16].
Interestingly, it was shown recently that thin films of

MoS2 can become superconducting when the material is
heavily gated to the conducting regime where part of the
conduction band near the K points are occupied [17,18]. At
optimal gating, the superconducting transition temperature
reaches 10 K. Two possible pairing phases have been
studied previously. They are the electron-phonon interac-
tion induced s-wave pairing phase [19,20] and the uncon-
ventional superconducting phase with opposite pairing
signs for the electron near opposite K points [21]. As
we show below, in the absence of Rashba SOC, these two
superconducting phases are the only possible supercon-
ducting phases. However, due to the presence of the strong
gating electric field in the experiment, which is of the order
of 10 MeV=cm [17] and breaks the inversion symmetry,
Rashba SOC can arise [22–24]. The Rashba SOC induces
two superconducting phases which can be topologically
nontrivial.
Particularly, using the group theoretical approach and

solving the self-consistent gap equations, the possible
superconducting pairing symmetries and the phase

diagrams of heavily gated MoS2 thin films can be deter-
mined. We show that, in the presence of the Rashba SOC,
an exotic spin-singlet pþ ip-wavelike pairing phase can
be realized. This phase breaks time-reversal symmetry
spontaneously and supports chiral Majorana edge states.
Moreover, a more conventional spin triplet-singlet mixing
p� ipþ s-wave pairing phase can also be stablized by
Rashba SOC. The properties of the topological super-
conducting phases are studied.
Normal state Hamiltonian.—In recent experiments, thin

films of MoS2 become superconducting when the thin films
are heavily gated such that part of the conduction band
minimum near the �K points are occupied [17,18].
According to previous calculations [14,25], the conduction
band minimum near the �K points are dominated by the
Mo 4dz2 orbitals. Therefore, we define the creation oper-
ators of 4dz2 electrons as c

†
s , where s ¼ ↑=↓ denotes spin.

The monolayer MoS2 respects the point group C3v sym-
metry. The general Hamiltonian near the �K points in the
basis of ðck↑; ck↓Þ can be written as

H0ðkþ ϵKÞ ¼ jkj2
2m

− μþ αRgðkÞ · σ þ ϵβsoσz: ð1Þ

Here, ϵ ¼ � is the valley index, m is the effective mass of
the electrons, and μ is the chemical potential measured from
the conduction band bottom when SOC is omitted. The
Rashba SOC strength due to the gating electric field, which
breaks the mirror symmetry in the z direction, is denoted by
αR and the Rashba vector is gðkÞ ¼ ðky;−kx; 0Þ. The
intrinsic SOC strength due to the coupling between the
lowest conduction band and the other bands is βso [14,26].
The βso term plays the role of an effective Zeeman field and
splits the spin-up and spin-down bands at the �K points.
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However, it is important to note that this intrinsic SOC
strength has opposite signs at the K and −K points such
that the total Hamiltonian respects time-reversal sym-
metry. A schematic picture of the band structure near the
K point is depicted in Fig. 1(a). The Fermi surfaces near
the K points are depicted in Fig. 1(b). We show below
that both of the SOC terms αR and βso are important for
determining the topological properties of the supercon-
ducting phases.
Possible superconducting pairing phases.—To study the

possible superconducting phases of the system, we denote
the interacting Hamiltonian of the system as

Hint ¼
1

2

X
Vs1s2s3s4ðk; k0Þc†ks1c

†
−ks2ck0s3c−k0s4 ; ð2Þ

where V parametrizes the interaction strength of the
electrons. Because of the C3v point group symmetry of
the monolayer MoS2, the mean field superconducting
pairing matrix resulting from Hint can be classified accord-
ing to the irreducible representations ofC3v. Denoting A1 as
the trivial representation and E as the two-dimensional
representation of C3v, respectively, we found that the
corresponding superconducting pairing matrix ΔΓ in the
A1 and the E irreducible representations can be written as

ΔΓðkÞ ¼
8<
:

½sA1;1ψA1
ð0Þ þ sA1;2ψA1

ðkÞ þ tA1;zdA1;z · σ þ tA1;xydA1;xy · σ�iσy Γ ¼ A1P
m¼�

½sE;mψE;m þ tE;mdE;m · σ�iσy Γ ¼ E: ð3Þ

Here, sΓ and tΓ are constants that denote the spin-singlet
and spin-triplet pairing strengths, respectively. The basis
functions ψΓ and dΓ of the irreducible representations of the
point group C3v are shown in Table I.
In the A1 representation, ψA1

ð0Þ represents the conven-
tional k-independent s-wave pairing. Near the K points,
ψA1

ðK þ kÞ ≈ − 3
2
þ 3

8
jkj2 denotes the extended s-wave

pairing. On the other hand, the d vector dA1;zðkþ ϵKÞ ≈
−ϵ

ffiffiffi
3

p
3
2
z parametrizes a spin-triplet pairing phase as the

condition dA1;zðkÞ ¼ −dA1;zð−kÞ is satisfied. Interestingly,
the pairing amplitudes are approximately k independent
near �K points but with opposite sign.
This exotic spin-triplet s-wavelike pairing phase is

possible due to the triangular lattice structure of the Mo
atoms. It appears when the nearest-neighbor electrons, at
sites i and j, respectively, satisfy the pairing relation
hci;↑cj;↓ þ ci;↓cj;↑i ¼ Δ0eiαij , where Δ0 is a constant and
the phase factors αij are shown in Fig. 2(a). The possibility
of this pairing phase is pointed out in Ref. [21].
On the other hand, near the �K points, dA1;xyðkþ

ϵKÞ · σ ∝ σxky − σykx, and it parametrizes a spin-triplet

p� ip-pairing phase, similar to the noncentrosymmetric
superconductor cases [27,28], dA1;xy is parallel to the
Rashba vector gðkÞ in Eq. (1), and this superconducting
phase can be stabilized by Rashba SOC.

FIG. 1 (color online). (a) The energy spectrum of a monolayer
MoS2 near the K point. (b) The Brillouin zone of MoS2. We
consider the regime in which the Fermi surfaces enclose the �K
points only. States near the time-reversal invariant Γ andM points
are not occupied.

TABLE I. Possible pairing phases of monolayer MoS2. They
are labeled by the irreducible representations of C3v. Here, a set
of basis functions are introduced: CðkÞ ¼ P

3
j¼1 cosðk · RjÞ,

CþðkÞ¼
P

3
j¼1ω

j−1 cosðk ·RjÞ, SðkÞ¼P
3
j¼1 sinðk ·RjÞ;SþðkÞ¼P

3
j¼1ω

j−1 sinðk ·RjÞ, and C−ðkÞ ¼ C�þðkÞ; S−ðkÞ ¼ S�þðkÞ. The
phase factor is ω ¼ expð2πi=3Þ. The bonding vectors of Mo
atoms are R1¼ax;R2¼að−x=2þ ffiffiffi

3
p

y=2Þ, R3 ¼ að−x=2 −ffiffiffi
3

p
y=2Þ with lattice constant a ¼ 1. Orthonormal complex

vectors xþ¼ðxþiyÞ= ffiffiffi
2

p
and x− ¼ ðx − iyÞ= ffiffiffi

2
p

are introduced.

Γ Singlet Triplet

A1 ψA1
ð0Þ ¼ Cðk ¼ 0Þ dA1;z ¼ SðkÞz

ψA1
ðkÞ ¼ CðkÞ dA1;xy ¼ S−ðkÞxþ − SþðkÞx−

E ψE;þ ¼ CþðkÞ dE;þ ¼ SþðkÞz
ψE;− ¼ C−ðkÞ dE;− ¼ S−ðkÞz

FIG. 2 (color online). (a) The nearest-neighbor pairing phases
αij in the spin-triplet, s-wavelike, dA1;z phase are shown. The
black dots represent the lattice sites while the center dot
represents site i. (b) The nearest-neighbor pairing phases βij
of the spin-singlet, p-wavelike, ψE;þðkÞ phase.
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For the two-dimensional E representation, the spin-singlet
basis functions ψE;�ðkþ ϵKÞ ≈ ϵ4

ffiffiffi
3

p ðkx � ikyÞ near �K
points. It is important to note that ψE;�ðkÞ ¼ ψE;�ð−kÞ are
even in k such that Fermi statistics is satisfied. However, near
�K points, the pairing has pþ ip-wave characteristics. The
ψE;þ pairing is realized when the nearest-neighbor singlet
pairing amplitudes satisfy the relation hci;↓cj;↑ − ci;↑cj;↓i ¼
Δ0eiβij , where the phase βij is depicted in Fig. 1(b). The ψE;−
pairing is realized when βij → −βij. We show in later
sections that this spin-singlet pþ ip-wave phase is a
topological superconducting phase.
The remaining pairing phase characterized by dE;�ðkþ

ϵKÞ ≈ − 3
4
ðkx � ikyÞz is a spin-triplet p-wave pairing

phase. This is a topological phase similar to the 3He A
phase. Unfortunately, as we discuss below, this pairing is
not energetically favorable in MoS2.
Phase diagrams.—To determine the stability of different

superconducting phases and the singlet and triplet pairing
amplitudes, we solve the linearized gap equations

Δss0 ðkÞ ¼ kBTc

X
ns1s2k0

Vs0ss1s2ðk; k0Þ

× ½Geðk0; iωnÞΔðk0ÞGhðk0; iωnÞ�s1s2 ; ð4Þ

where Tc is the superconducting transition temperature.
The normal state Matsubara Green functions for electrons
and holes are denoted asGeðk; iωnÞ ¼ ½iωn −H0ðkÞ�−1 and
Ghðk; iωnÞ ¼ ½iωn þH�

0ð−kÞ�−1, respectively. By expand-
ing the interaction terms using the basis functions [29],

Vs0ss1s2ðk;k0Þ¼−v0=AðiσyÞss0 ðiσyÞs1s2
−v1=A

X
Γ;m

fψΓ;mðkÞψΓ;mðk0ÞðiσyÞss0 ðiσyÞs1s2

þ½dΓ;mðkÞ ·σiσy�ss0 ½dΓ;mðk0Þ ·σiσy�s1s2g;
ð5Þ

with the sample area A, we can determine the super-
conducting phase with the highest superconducting tran-
sition temperature Tc as a function of v0 and v1, where v0
and v1 denote the on-site and nearest-neighbor interaction
strengths of the electrons, respectively. Positive (negative)
values of vi represent attractive (repulsive) interactions and
they are determined by electron-phonon or other electron-
electron interactions. We choose m ¼ 0.5me, βso ¼ 2 meV
[26], in the normal state Hamiltonian such that the energy
spectrum near the K points matches the density functional
theory results [24], where me is the electron mass. The
resulting phase diagrams with and without Rashba SOC are
presented in Figs. 3(a) and 3(b), respectively.
It is evident from Fig. 3(a) that, in the presence of Rashba

SOC, both the E and the A1 phases are possible depending
on the interaction strengths v0 and v1. By solving Eq. (4),
we note that the E phase, which is labeled by ψE in
Fig. 3(a), is favorable when the on-site attraction is weak or

repulsive and nearest-neighbor interaction is relatively
strong. We also note that tE, which gives the triplet pairing
strength, is negligible in the E phase. Therefore, the singlet
pairing component dominates and the pairing matrix can be
written as ΔE ¼ P

�sE;�ψE;�iσy. Moreover, through the
fourth-order Gingzburg-Landau analysis [30], we found
that the free energy is minimal only when sE;þ or sE;− is
zero. As a result, time-reversal symmetry is spontaneously
broken in the E phase. We show in the next section that this
phase is characterized by Chern numbers and supports
Majorana edge states.
As expected, strong on-site attraction v0 favors the

usual k-independent s-wave pairing, denoted by ψA1
ð0Þ

in Fig. 3(a). When v0 and v1 are both attractive and
comparable in magnitude, both the extended s-wave pairing
ψA1

ðkÞ and ψA1
ð0Þ are significant. It is interesting to note

that there is a regime in which all the spin-singlet pairings
and the spin-triplet dA1;xy and dA1;z pairings in the A1

representations are mixed. This is possible as the Rashba
SOC breaks the inversion symmetry. When v1 is strongly
attractive, the spin-triplet dA1;z pairing dominate.

FIG. 3 (color online). The superconducting phase diagrams of
MoS2. The phases are labeled by the basis functions in Table I
characterizing the phases. (a) With finite Rashba SOC mα2R=2 ¼
8 meV. The mix phase is a mixture of ψA1

ð0Þ, ψA1
ðkÞ, dA1;xy, and

dA1;z phases. (b) αR ¼ 0. The red (green) dots denote the regime
with critical temperature of 10 K (4 × 10−3 K).
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Importantly, MoS2 can be chemically doped to the
superconducting regime [17]. In this case, the mirror
symmetry in the z direction can be respected, which results
in zero Rashba SOC. The phase diagram in the absence of
the Rashba SOC term is shown in Fig. 3(b). It is evident
that only the pairing phases belonging to the A1 represen-
tation appear in this case. When on-site attraction is strong,
the conventional s-wave component is favored. When the
nearest-neighbor attraction is strong, the exotic spin-triplet
s-wavelike pairing characterized by dA1;z becomes domi-
nant. Both of these phases have been studied previously in
which Rashba SOC is ignored. It is interesting that even
when Rashba SOC is absent, the spin-singlet and spin-
triplet mixing dA1;z þ ψA1

ð0Þ phase can be realized in a
narrow parameter regime since the in-plane mirror sym-
metries are broken by the βso term.
Topological phases.—In the previous sections, we

pointed out that interesting phases, such as the exotic
spin-singlet p wave characterized by ψEðkÞ and the spin-
triplet s wave characterized by dA1;z can possibly be
realized in the MoS2. In this section, we study the
topological properties of these pairing phases.
In general, the Bogoliubov–de Gennes (BdG)

Hamiltonian can be written as

HBdGðkÞ ¼
�
H0ðkÞ ΔΓðkÞ
Δ†

ΓðkÞ −H�
0ð−kÞ

�
: ð6Þ

In the E phase with ΔΓ ¼ sE;þψE;þiσy, HBdG breaks
time-reversal symmetry and the Hamiltonian can be clas-
sified by Chern numbers [31,32]. The Chern number can be
written as

NChern ¼
1

2π

X
En<0

Z
d2k∂xany − ∂yanx; ð7Þ

where ani ¼ −ihn; kj∂ki jn; ki, n is the band index, jn; ki
denotes an eigenstate of the HBdGðkÞ, and the summation
is over all the bands with negative energy En. It can be
shown that

NChern ¼
8<
:

2 jμj < jβsoj
4 μ > jβsoj
0 otherwise:

ð8Þ

To verify the topological nature of the superconducting
states, we construct a tight-binding model for an infinitely
long strip of MoS2 with finite width. Since the Mo layer has
a triangular lattice, both flat and zigzag edges are allowed.
The energy spectrum of the tight-binding model as a
function k∥ is shown in Fig. 4, where k∥ is the momentum
quantum number parallel to the zigzag edge. It is evident
that when NChern ¼ 2 [Fig. 4(a)], there are two chiral edge
states propagating on each edge of the system. When
the chemical potential is increased such that NChern ¼ 4

[Fig. 4(b)], there are four chiral edge states propagating on
each edge. Similar edge states for flat edges can also be
found. Since this phase breaks time-reversal symmetry, we
expect that it can be probed by muon spin rotation (μSR)
measurements [33,34].
It is interesting to note that superconducting topological

states with chiral Majorana edge modes have been pro-
posed to exist in graphene with dþ id-wave pairing
[35–39], even though intrinsic superconductivity in gra-
phene is yet to be found. Applying a Zeeman field can
change the Chern number in dþ id-pairing graphene [39]
while the βso term in MoS2 plays the role of an effective
magnetic field at each K point, which can change the Chern
numbers of the system.
Another interesting phase of MoS2 is the time-reversal

invariant spin-triplet p-wave pairing phase characterized by
ΔΓ ¼ tA1;xydA1;xy · σiσy. This phase is not prominent in
Fig. 3(a). However, since dA1;xy∥gðkÞ, this pairing becomes
dominant when Rashba SOC is strong, similar to the case in
certain noncentrosymmetric superconductors [27,28].
Unfortunately, in the superconducting regime studied
experimentally, the Fermi surface is expected to enclose
the �K points only, which have energy far below the time-
reversal invariant Γ and the M points depicted in Fig. 1(b).
Therefore, the system cannot be a topologically nontrivial
time-reversal invariant topological superconductor in
which the surfaces have to enclose the time-reversal

FIG. 4 (color online). The spectra of superconducting MoS2
with open zigzag edges. The parameters are βso ¼ 1, Δ ¼ 1
in all figures. (a),(b) The spectra in the E phase with m ¼ 1=30,
αR ¼ 1. In (a), μ ¼ 0 such that NChern ¼ 2. In (b), μ ¼ 4 such that
NChern ¼ 4. The edge states are highlighted in red. (c) m ¼ 1=15,
μ ¼ 48 in the dA1;xy phase, which can support Majorana edge
states. (d) αR ¼ 0, m ¼ 1=15, μ ¼ 11 in the dA1;z phase, which
can be a nodal topological phase with Majorana flatbands.
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invariant points [40]. This topological phase can be relevant
to other superconducting transition metal dichalcogenides
in which the M points have similar energy to the K points.
As depicted in Fig. 4(c), Majorana edge states appear when
the chemical potential is above the energy level of the M
points, even though we expect this regime not to be realistic
in MoS2.
It is worth mentioning that the exotic spin-triplet s-

wavelike pairing phase characterized by ΔΓ ¼ tA1;zdA1;z ·
σiσy is a nodal topological phase which supports Majorana
flatbands [41–45], given that the chemical potential is
above the energy level at theM point. The energy spectrum
of an infinite strip of MoS2 with zigzag edge in the nodal
topological regime, is shown in Fig. 4(d). It is evident that
Majorana flatbands appear in this regime. This nodal
topological phase can be relevant to other transition metal
dichalcogenides.
Conclusion.—In this work, we show that Rashba SOC

induces new superconducting phases beyond the conven-
tional s-wave pairing and the spin-triplet s-wavelike pairing
studied previously [21]. Particularly, the spin-singlet p-
wavelike phase, which breaks time-reversal symmetry, is a
topological superconducting phase. We also found a spin-
triplet p-wave phase which can be stabilized by Rashba
SOC, and this phase is expected to be in the topologically
trivial regime in MoS2. The topological properties of the
unconventional phases are studied, and the exotic super-
conducting phases found in this work can also be relevant
to other transition metal dichalcogenides.
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