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We have experimentally determined the energies of the ground and first four excited excitonic states of
the fundamental optical transition in monolayer WS2, a model system for the growing class of atomically
thin two-dimensional semiconductor crystals. From the spectra, we establish a large exciton binding energy
of 0.32 eV and a pronounced deviation from the usual hydrogenic Rydberg series of energy levels of the
excitonic states. We explain both of these results using a microscopic theory in which the nonlocal nature of
the effective dielectric screening modifies the functional form of the Coulomb interaction. These strong but
unconventional electron-hole interactions are expected to be ubiquitous in atomically thin materials.
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Atomically thin materials such as graphene and tran-
sition-metal dichalcogenides (TMDs) exhibit remarkable
physical properties resulting from their reduced dimension-
ality [1]. The family of TMDs is an especially promising
platform for fundamental studies of two-dimensional (2D)
systems, with potential applications in optoelectronics
and valleytronics due to their direct gap, semiconducting
nature in the monolayer limit [2–7]. The recent advances in
this emerging field include strongly enhanced photolumi-
nescence [2,4], efficient spin-valley coupling [8–11], pro-
nounced many-body effects [6,12], and high performance
in field-effect transistors [13].
The 2D character of monolayer TMDs suggests a strong

enhancement of the Coulomb interaction. The resulting
formation of bound electron-hole pairs, or excitons, can
dominate the optical and charge-transport properties [14].
A microscopic understanding of how excitons are formed
from otherwise free carriers is critical both for the eluci-
dation of the underlying many-body physics in such
materials and for their use in electronic and photonic
devices. While theoretical and computational studies have
predicted exciton binding energies as high as 1 eV [15–19],
a direct measurement of the exciton binding energy is still
lacking (however, see Noted added).
In this work, we experimentally and theoretically inves-

tigate the properties of excitons in mono- and few-layer
TMDs, identifying and characterizing not only the ground-
state exciton but the full sequence of excited (Rydberg)
exciton states. Analyzing our sensitive measurements of the
optical reflection spectra of thesematerials, both empirically
and using a physically motivated model for the nonlocal
screening inTMDs, results in anestimateof0.32ð�0.04Þ eV
for the 1s exciton binding energy and 2.41ð�0.04Þ eV for
the quasiparticle gap of monolayer WS2. Remarkably, we
also find significant deviations from the conventional hydro-
genic model typically employed for the description of

Wannier excitons in inorganic semiconductors [20] and
explain our findings in terms of a microscopic theory that
highlights the peculiar form taken by the electron-hole
interaction in this class of novel materials [21–23].
The specificmaterial studied here isWS2, a representative

member of the TMD family that includesMoS2,MoSe2, and
WSe2, all of which share similar properties with respect to
atomic and electronic structure. The advantage of WS2 for
this study is the large spin-orbit splitting between theA andB
excitons of about 0.4 eV [7], allowing for a study of the low-
energy excitons unobscured by features from higher-lying
transitions. In addition, the electronic transitions in theWS2
samples exhibit narrow spectral features, permitting iden-
tification and analysis of many excited excitonic states and
detailed quantitative comparison with theoretical predic-
tions. Sample preparation and characterization details can be
found in the Supplemental Material [24].
Experimental and theoretical studies to date have clearly

demonstrated that the basic excitonic properties of a three-
dimensional bulk semiconductor differ fundamentally from
those of a 2Dmonolayer of the samematerial. The real-space
origin of this behavior in TMDs is illustrated schematically
in Fig. 1(a). In contrast to bulk, the electron and hole forming
an exciton in monolayer TMDs are strongly confined to the
plane of the monolayer and additionally experience reduced
screening due to the change in the dielectric environment.
These effects have two major implications for the electronic
and excitonic properties of the material, shown by a
schematic representation of the optical absorption in
Fig. 1(b). First, the quasiparticle band gap is expected to
increase for the monolayer. Second, the enhanced electron-
hole interaction is expected to increase the exciton binding
energy. In the absence of dielectric effects, this yields an
excitonbindingenergy that is a factor of 4 larger in 2D than in
3D. In the limit of atomically thin materials, however, the
dielectric screening is also reduced because the electric field
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lines joining the electron and hole begin to extend outside of
the sample, as shown in Fig. 1(a), potentially yielding an
even greater enhancement factor. This so-called “dielectric
confinement” or “image charge effect” [21,38]was observed
in nanostructured materials such as single-walled carbon
nanotubes [39] and layered organic-inorganic perovskites
[40]. The effectiveness of the dielectric screening thus
depends on the separation between the electron and
hole. This modifies the form of the interaction potential
[21–23,38] and causes a significant changeof the disposition
of the energies of the excitonic states, as discussed in more
detail below.
To access these exciton properties experimentally, we

study the so-called excitonic Rydberg series, i.e., the excited
states of the bound electron-hole pairs, labeled in analogy to
the hydrogen series as 2s, 3s, and so on. In contrast to p-or
d-like states with nonzero orbital angular momentum, these
transitions are predicted to be dipole allowed [18,19] and are
thus observable in the linear optical spectra of TMDs, as
well as in most other semiconductors, with peak positions
located between the quasiparticle band gap and the exciton
1s ground state [14,20]. The energy separation of these
resonances corresponds to a hydrogenic progression for
Wannier-like excitons. In addition, the coupling of the
excited states to light is reduced compared to the main
transition, so that their spectral weight decreases with
increasing quantum number.

In our experiments, we measure the reflectance contrast
ΔR=R ¼ ðRsample − RsubstrateÞ=Rsubstrate of the WS2 mono-
layer sample at a temperature of 5 K. The experimental
details are given in the Supplemental Material [24]. The
spectrum, plotted in the inset of Fig. 2, exhibits several
pronounced peaks on a broad background, the latter arising
from interference effects induced by the 300 nm thick SiO2

layer between the sample and the Si substrate [6]. The main
transitions correspond to the so-called A, B, and C excitons
in WS2 [7]. A small additional feature on the low-energy
side of the A peak is identified as a charged exciton (or
trion), with a binding energy on the order of 20–30 meV.
Such a feature has been observed in monolayers of other
TMDs at low temperatures [6,12] and indicates the pres-
ence of some unintentional residual doping in the WS2
sample. Here, we focus on the properties of the A exciton,
related to the fundamental band gap of the material.
In order to highlight the otherwise weak signatures of
the higher-lying excitonic transitions, we plot in Fig. 2
the derivative of the reflectance contrast ðd=dEÞðΔR=RÞ
in the energy range of interest. On the high-energy side of
the exciton 1s ground state, we observe multiple additional
peaks, which we identify as the 2s, 3s, 4s, and 5s states of
the A exciton, since the decrease of both the peak intensity
and the energy spacing for increasing energy are character-
istic features of an excitonic Rydberg series [14,20]. The
peak positions extracted by taking the respective points of
inflection are plotted in Fig. 3(a). The respective energies
are further confirmed by simulating the material response
with a multiple-Lorentzian fit (see the Supplemental
Material [24]).

FIG. 2 (color online). The derivative of the reflectance contrast
spectrum ðd=dEÞðΔR=RÞ of the WS2 monolayer. The exciton
ground state and the higher excited states are labeled by their
respective quantum numbers (schematically shown at the bottom
right). The spectral region around the 1s transition (AX) and the
trion peak (AXT) of the A exciton is scaled by a factor of 0.03 for
clarity. The inset shows the as-measured reflectance contrast
ΔR=R for comparison, allowing for the identification of the A, B,
and C transitions.

FIG. 1 (color online). (a) Real-space representation of electrons
and holes bound into excitons for the three-dimensional bulk and a
quasi-two-dimensional monolayer. The changes in the dielectric
environment are indicated schematically by different dielectric
constants ε3D and ε2D and by thevacuumpermittivity ε0. (b) Impact
of the dimensionality on the electronic and excitonic properties,
schematically represented by optical absorption. The transition
from 3D to 2D is expected to lead to an increase of both the band
gap and the exciton binding energy (indicated by the dashed red
line). The excited excitonic states and Coulomb correction for the
continuum absorption have been omitted for clarity.
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To calculate the exciton binding energy, we must first
determine the quasiparticle band gap corresponding to the
energy of a separated electron-hole pair. This is typically
accomplished in semiconductors by fitting the excitonic
peaks to a hydrogenic Rydberg series [20]. In 2D, this
hydrogen model employs an effective mass Hamiltonian
H ¼ −ℏ2∇2

r=2μþ VehðrÞ, where μ ¼ 1=ðm−1
e þm−1

h Þ is
the exciton reduced mass and VehðrÞ ¼ −e2=εr is a locally
screened attractive electron-hole interaction. This model

predicts exciton transition energies of Eg − EðnÞ
b , where Eg

is the quasiparticle gap and

EðnÞ
b ¼ μe4

2ℏ2ε2ðn − 1=2Þ2 ð1Þ

is the binding energy of the nth excitonic state. In contrast,
the exciton energies seen in our experiments exhibit a much
weaker scaling with the quantum number n, precluding a
simple fit to the data based on this model. However, we
observe that the n ¼ 3–5 peaks are reasonably hydrogenic,
and by fitting to these data points only, we extract a
quasiparticle band gap of Eg ¼ 2.41ð�0.04Þ eV, where the

error bars originate from the fitting procedure. Subtracting
the 1s transition energy of 2.09 eV from this band gap, we
find an exciton binding energy of Eb ¼ 0.32ð�0.04Þ eV.
To provide insight into the nonhydrogenic physics of the

n ¼ 1; 2 excitons and justify a hydrogenic fit to the n ¼
3–5 excitons, we first consider the use of an effective
dielectric constant in the hydrogenic Hamiltonian. Using an
exciton reduced mass of μ ¼ 0.16m0 (as determined by
density functional theory at the K or K0 point [23,41];
see the Supplemental Material [24]) and the quasiparticle
band gap of Eg ¼ 2.41 eV, we determine the n-dependent
dielectric constant εn required to reproduce the experimen-

tal binding energy of the nth exciton EðnÞ
b;expt, i.e.,

εn¼½2ℏ2EðnÞ
b;exptðn−1=2Þ2=μe4�−1=2. The results plotted in

the inset of Fig. 3(a) show a strong decrease in this effective
dielectric constant with increasing quantum number n.
Because the exciton radius increases with n, we conclude
that the physically correct electron-hole interaction is more
strongly screened at short range but only weakly screened
at long range. In particular, the effective dielectric is nearly
constant for n ¼ 3–5 (justifying our empirical use of the 2D
hydrogen model for these data points) but shows significant
deviations for n ¼ 1; 2. This can be understood qualita-
tively in terms of a nonuniform dielectric environment
schematically illustrated in Fig. 3(c). The electric field
between an electron and a hole forming an exciton per-
meates both the thin layer of material with comparably
strong screening and the surrounding medium with much
weaker screening. As the spatial separation between the
charges increases, a larger portion of the electric field is
located in the surrounding low-dielectric medium and the
effective screening is reduced. This phenomenon of
“antiscreening,” giving rise to nonhydrogenic exciton
behavior, has previously been predicted in carbon nano-
tubes, a quasi-one-dimensional semiconductor [39].
To understand this behavior quantitatively, we apply our

recently developed theory of excitons in transition-metal
dichalcogenides [23]. The treatment is again based on a 2D
effective mass Hamiltonian but with a nonlocally screened
electron-hole interaction described by the potential

VehðrÞ ¼ −
πe2

2r0

�
H0

�
r
r0

�
− Y0

�
r
r0

��
; ð2Þ

where H0 and Y0 are Struve and Bessel functions. This
interaction form describes the electrostatic interaction of
two charges within a thin 2D dielectric continuum
[21,22,38]. The screening length r0, which can be related
to the 2D polarizability of the monolayer material [22],
gives a crossover length scale between a 1=r Coulomb
interaction at large separation and a weaker logðrÞ inter-
action at small separation. This modified functional form of
the interaction, which is a manifestation of the strong
dielectric contrast between the monolayer WS2 and its
surroundings, is responsible for the altered disposition of
the low-lying excitonic states observed experimentally.

FIG. 3 (color online). (a) Experimentally and theoretically
obtained transition energies for the exciton states as a function
of the quantum number n. The fit of the n ¼ 3; 4; 5 data to the 2D
hydrogen model for Wannier excitons is shown for comparison.
Gray bands represent uncertainty in the quasiparticle band gap
from the fitting procedure. Corresponding effective dielectric
constants are shown in the inset. (b) Screened 2D interaction
Eq. (2) used in the model Hamiltonian (black lines) compared to
the 2D hydrogen interaction 1=r (red lines); a semilogarithmic
plot is given in the inset. Also shown are the corresponding
energy levels and radial wave functions up to n ¼ 3. (c) Sche-
matic representation of electron-hole pairs forming 1s and 2s
excitonic states in a nonuniform dielectric environment.
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Using the above functional form for the screened inter-
action, we have numerically calculated the radially sym-
metric, s-type eigenstates of the excitonic Hamiltonian,
again using the calculated exciton reduced mass
μ ¼ 0.16m0. Taking only the screening length r0 and the
band gap Eg as free parameters, we find that we can very
accurately fit the entire n ¼ 1–5 series of exciton levels with
the values r0 ¼ 75 Å and Eg ¼ 2.41 eV. These are the
parameters which minimize the root-mean-squared deviation
between theory and experiment. For this choice of param-
eters, the 1s exciton binding energy is found to be 0.32 eV,
and so both the band gap and the binding energy are found to
agree with the values determined above. We emphasize that
the adopted screening length should be understood as one
that partially accounts for additional screening due to the
substrate, such that the intrinsic binding energy of WS2 is
expected to be larger than the value found here, in qualitative
agreement with ab initio calculations [15–17] (see the
Supplemental Material for a discussion of the microscopic
origin of the precise value of r0 [24]). Figure 3(b) depicts the
noticeably weakened interaction at small electron-hole
separations, along with the first three calculated radial wave
functions. The spatial extent of the exciton wave function is
calculated to be approximately 30 Å for the 1s exciton and
even larger for the higher-lying excitons, which supports a
strictly 2D treatment when compared to the monolayer width
of about 6 Å. Similarly, this relatively large in-plane spatial
extent implies a narrow reciprocal space distribution, justify-
ing an effective mass approximation centered around the K
and K0 points of the Brillouin zone. The above success of
fitting to a hydrogenic model is also explained by the present
microscopic approach because the n ¼ 3–5 exciton wave
functions are large enough in spatial extent to predominantly
probe the asymptotic 1=r form of the potential given
in Eq. (2).
Finally, to study the influence of the material thickness,

we monitor the spectral position of the 2s resonance for
varying thickness of theWS2 sample. Individual derivatives
of the reflection contrast are plotted in Fig. 4(a) for the
monolayer (1L), bilayer (2L), tetralayer (4L), and bulk. The
corresponding energies of the 1s and 2s transitions are
shown in Fig. 4(b), with higher exited states masked by
additional spectral broadening. Unlike for the case of the
monolayer, the bulk excitons are accurately treated with an
anisotropic 3D hydrogenic Hamiltonian [42]. Using
ab initio calculated values, we obtain a bulk exciton
binding energy of 0.05 eV (see the Supplemental
Material [24]), implying a band gap of Eg ¼ 2.10 eV,
both of which are in agreement with literature results for
bulk WS2 [43]. As the layer thickness decreases, the 2s
resonance shifts to higher energies, while the 1s resonance
remains relatively unchanged, implying a strong increase
in both the exciton binding energy and the quasiparticle
band gap. Both shifts are found to be large in absolute
energies but opposite in sign. This explains the small
change in the transition energy of the exciton ground state,

similar to findings reported for quasi-one-dimensional
systems [39].
The large binding energy of 0.32 eV and the non-

hydrogenic behavior of the intraexcitonic states in mono-
layer WS2 are expected to be features common to other
monolayer TMD materials, based on the strong similarity
of their electronic structure. Even larger values of the
binding energy are expected for suspended and undoped
layers, although the system investigated here corresponds
to the typical experimental scenario. Such large binding
energies imply high thermal stability of the excitons in
comparison to more conventional semiconductors, result-
ing in a purely excitonic character of emission and
absorption at room temperature. Combined with the strong
light-matter interaction, this renders atomically thin TMD
materials suitable for potential applications in optoelec-
tronic and photonic devices in the visible spectral range.
The increased strength of Coulomb interactions at larger
distances highlighted in this work suggests that higher-
order excitonic effects, such as trion and biexciton
formation, are likely to be particularly significant. More
generally, the presence of strong and distinctive Coulomb
interactions opens up possibilities for fundamental studies
of the many-body physics in 2D materials, as well as for
novel device applications.
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FIG. 4 (color online). (a) The derivative of the reflectance
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of the 2s exciton resonance are indicated by dotted arrows.
(b) Energies of the 1s and 2s states for various layer thicknesses.
Band gaps of the bulk and the monolayer are represented by the
dashed lines.
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