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We present a theory for resonance-tunneling magnetoresistance (MR) in ferromagnetic-insulator-
nonmagnetic junctions. The theory sheds light on many of the recent electrical spin injection experiments,
suggesting that this MR effect rather than spin accumulation in the nonmagnetic channel corresponds to the
electrically detected signal. We quantify the dependence of the tunnel current on the magnetic field by
quantum rate equations derived from the Anderson impurity model, with the important addition of impurity
spin interactions. Considering the on-site Coulomb correlation, the MR effect is caused by competition
between the field, spin interactions, and coupling to the magnetic lead. By extending the theory, we present
a basis for operation of novel nanometer-size memories.
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Spintronics applications essentially rely on injection,
manipulation, and detection of spins [1]. Demonstrations
of electrically injected spin accumulation in nonmagnetic
materials are considered reliable when measured in a non-
local geometry [2,3]. In this setup, shown in Fig. 1(a), one
ferromagnetic electrode injects or extracts spin-polarized
electrons and a second one detects the spin accumulation of
electrons (VNL) that diffuse outside the path of a constant
charge current (IT). Because the spin diffusion length of
many nonmagnetic materials is in the ≲1 μm range, it is
advantageous to have a submicron separation between the
injector and detector electrodes [4–6]. To mitigate this
requirement, many researchers have recently resorted to a
local measurement wherein one ferromagnetic electrode is
used for both injection and detection of the spin signal [V in
Fig. 1(a)] [7–22]. Figure 1(b) shows the typically observed
change in the detected resistance when applying an external
magnetic field. Similar to the Hanle-type experiment of
optical spin injection [1,23–25], the width and amplitude of
the Lorentzian-shaped signal (ΔB and ΔR) are frequently
used to extract the spin lifetime and accumulation density. A
critical problem, however, is that standard spin diffusion and
relaxation theories cannot explain many of the recent local-
setup experiments. First, ΔR is too large to account for spin
accumulation. Second, ΔB and ΔR are surprisingly insen-
sitive to which nonmagnetic material is employed, whileΔB
is oddly comparable for electrons and holes. These facts
raise big questions on the underlying physics, especially in
technologically relevant materials such as silicon.
In this Letter, we present a theory for resonance-

tunneling magnetoresistance (MR) in ferromagnetic-
insulator-nonmagnetic (F-I-N) junctions. We explain the
greatly enhanced spin signals in numerous local spin
injection and detection setups, showing that ΔB and ΔR
do not depend on spin accumulation and relaxation in the

nonmagnetic material. As the detector junction remains
unbiased only for the nonlocal setup, the local detection is
highly prone to impurity-assisted tunnel current. We
propose that those enhanced signals and their dependence
on temperature are set by impurities with large on-site
Coulomb repulsion compared with the voltage bias.
Depending on the electron occupation of the resonance
level, the MR effect is established by the interplay between
the Zeeman energy and the impurity coupling to the
ferromagnetic material. Considering molecular fields due
to spin-spin interactions such as hyperfine and exchange,
we capture the origin of ΔB and the sign dependence of the
signal on magnetic field orientation. Last but not least, by
extending the theory to tunneling in one-dimensional (1D)
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FIG. 1 (color online). (a) Nonlocal and local electrical setups
for detecting spin accumulation. (b) The measured signal
δRðBÞ ¼ ½VðBÞ − Vð0Þ�=IT is a change in junction resistance
when applying in-plane or out-of-plane magnetic fields. The
Lorentzian due to the in-plane field is typically observed only in
the local setup. Resonant tunneling via (c) type A or (d) type B
impurities for spin injection (electrons flow from F to N).
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structures, we set forth a framework for a novel type of
nanometer-size tunnel memory.
To quantify the MR, we tailor the Anderson impurity

model to the tunneling problem with spin polarized leads
[26,27]. The system Hamiltonian for the s ¼ 1

2
impurity

reads

H ¼
X
lkσ

½εlkσa†lkσalkσ þ ðTlσa
†
lkσdσ þ H:c:Þ� þUn↑n↓

þ ε↑ðθÞn↑ þ ε↓ðθÞn↓ þ εB sin θðd†↑d↓ þ d†↓d↑Þ: ð1Þ

The energy of an electron with wave vector k and spin σ in
the lth lead (F or N) is denoted εlkσ . The creation
(annihilation) Fermi operators in the lead and impurity
are defined by a†lkσ ðalkσÞ and d†σ ðdσÞ, respectively. The
interaction between the lead and impurity is denoted by
Tlσ , assumed here to be k independent for simplicity. The
on-site Coulomb interaction between electrons of opposite
spins is denoted by U and nσ ¼ d†σdσ. The σ ¼ ↑ð↓Þ
component is parallel to the majority (minority) spin
population of the ferromagnetic material. The second line
in Eq. (1) denotes the impurity Zeeman terms where θ is the
angle between B and the spin quantization direction.
ε↑;↓ðθÞ ¼ ϵ0 � εB cos θ, where ϵ0 is the resonance energy
of the singly occupied state and εB ¼ gμB=2. The off-
diagonal terms d†σdσ̄ result from spin precession.
We briefly describe the derivation of the resonance current.

The equation of motion for density-matrix operators is

−iℏ
d
dt

d†σdσ0 ¼ ½H; d†σdσ0 �

¼
X
l;k

Tlσa
†
lkσdσ0 − Tlσ0d

†
σalkσ0

þ εB sin θðd†σ̄dσ0 − d†σdσ̄0 Þ
� 2εB cos θd

†
σdσ0δσ̄σ0 : ð2Þ

Henceforth, theþ ð−Þ sign refers to the case that σ ¼ ↑ ð↓Þ.
To form a closed equation set, we use the Langreth theorem
and recast the averages of the sum terms into lesser and
retarded Green functions on the impurity [28–30]

X
l;k

Tlσha†lkσdσ0 i ¼
X
l

Z
dε
2π

Γlσ

�
GR

σ0σflσ þ
1

2
G<

σ0σ

�
: ð3Þ

flσðεÞ is the Fermi distribution of the σ spin in the lth lead
and ΓlσðεÞ ¼ 2π

P
kjTlσj2δðε − εlkσÞ is its coupling to the

impurity. The analysis is greatly simplified outside theKondo
regime and by assuming weak coupling (Γ ≪ fkBT; eVg).
We focus on two impurity typeswherein the population of the
resonance state fluctuates between zero and one [type A, see
Fig. 1(c)] or between one and two electrons [type B, see
Fig. 1(d)]. This classification is motivated by the dependence
of the Green functions on the impurity population. It is

justified when considering together the broad energy
distribution of midgap impurity defects at oxide tunnel
barriers [37–41] and the large on-site Coulomb repulsion
U. Under the common conditions of local-setup experiments
eV ≫ kBT ≫ εB, we can replace flσðεÞ by 1 (0) for the
injector (extractor) lead, and the Green functions take simple
forms in Eq. (3) where ΓðεÞ varies slowly on the scale of εB
(e.g.,

R
eV dεG

<
σ0σ ¼ 2iπðhn↑i þ hn↓i − 1Þδσσ0 for type B

impurity; see the Supplemental Material [30] for details).
The analysis becomes independent of spin accumulation in
the leads. Putting these pieces together, we reach a concise
equation set [30,42–44]. For spin extraction via type A
impurities [electrons flow from N to F, opposite to the
spin-injection bias setting in Fig. 1(c)],

ℏ _nσσ ¼ ΓNP0 − ð1� pÞΓFnσσ − 2εB sin θImðnσ̄σÞ;
ℏ _nσσ̄ ¼ iεB½sin θðnσ̄ σ̄ − nσσÞ � 2 cos θnσσ̄� − ΓFnσσ̄; ð4Þ

where nσσ0 ≡ hd†σdσ0 i. P0 ¼ 1 − n↑↑ − n↓↓ is the probability
for zero occupation and the coupling parameters ΓlðεÞ ¼
ðΓl↑ þ Γl↓Þ=2 are evaluated around the impurity’s energy
level ϵ0. The interface current polarization is given by p ¼
ðΓF↑ − ΓF↓Þ=2ΓF [1]. The master equations for injection
conditions are obtained by exchanging ΓNσ ≡ ΓN with ΓFσ.
Similarly, the equations for type B impurities are obtained by
evaluatingΓFðNÞ around ϵ0 þ U, by consideringdouble rather
than zero occupancy (P2 ¼ n↑↑ þ n↓↓ − 1), and by noting
that type A and B impurities flip roles in extraction and
injection conditions [30]. This feature reflects their symmetry
and can be viewed as electron (hole) tunneling across type A
(B) impurities [45].
The resonance currents are found from the steady state

solution of the master equations using iA ¼ 2eΓNP0=ℏ and
iB ¼ eΓNð1 − P2Þ=ℏ for extraction, or iA ¼ −eΓNð1 −
P0Þ=ℏ and iB ¼ −2eΓNP2=ℏ for injection [they implicitly
relate to ΓFσnσσ by Eq. (4)]. For eV ≫ kBT, we get [30]

iN→F
A ¼ −iF→N

B ¼ 2e
ℏ

ΓFΓN

2ΓN þ ΓF

1−p2χðBÞ
1− αp2χðBÞ ;

iN→F
B ¼ −iF→N

A ¼ 2e
ℏ

ΓFΓN

2ΓF þ ΓN
;

χðBÞ ¼ B2
F þB2cos2θ
B2
F þB2

; α¼ ΓF

2ΓN þ ΓF
; BF ¼ ΓF

gμB
: ð5Þ

Most relevant to our analysis, the resonance current across
type A and B impurities depends on the magnetic field in
extraction and injection conditions, respectively [via χðBÞ].
This dependence is best perceived when considering half-
metallic F and an out-of-plane magnetic field (p ¼ 1 and
θ ¼ π=2). Without a magnetic field, extraction via type A
impurity or injection via type B impurity is completely
blocked, iN→F

A ¼ iF→N
B ¼ 0. In extraction via type A impu-

rity, electrons tunnel from the nonmagnetic material into
the impurity and have equal probability to be parallel or
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antiparallel to the spin orientation in the half metal. The
tunnel conductance is blocked once an antiparallel spin
settles on the impurity. For injection via type B impurity we
get that once the lower impurity level is filled with an
electron from the half metal, the upper resonant level can
only accept the electron of opposite spin, which the half
metal cannot provide. In a large out-of-plane field, the
blockade is completely lifted in both cases due to depo-
larization of the impurity spin (Larmor precession). Finally,
from Eq. (5) we get that iA þ iB merely flips sign when
reversing the bias direction. Therefore, the MR effect in
injection (F → N) and extraction (N → F) is similar if the
densities of type A and B impurities are similar.
To compare the analysis with experimental findings we

incorporate important extensions on the effective magnetic
field at the impurity site. When comprised of the external
field alone, B ¼ Be, the modulation amplitude ΔiðθeÞ ¼
iðBe ≫ BFÞ − iðBF ≫ BeÞ is

ΔiðθeÞ ¼
sin2θe

1 − αp2cos2θe

ð1 − αÞp2

1 − αp2
i0; ð6Þ

where i0 ¼ 2αeΓN=ℏ. Throughout this work, Be is
assumed smaller than the out-of-plane coercive field of
F. We see that the MR effect vanishes for an in-plane
external field (θe ¼ 0) in contrast to most measurements
where the in-plane field modulation is larger than that of the
out of plane case. Furthermore, forB ¼ Be the signal width
stems from the coupling to F (ΔB ∼ BF), thereby decreas-
ing exponentially with increasing oxide thickness. In
virtually all local-setup measurements of F-I-N structures,
on the other hand, ΔB ∼ 0.1–1 kG regardless of the oxide
details [7–20]. To explain these aforementioned observa-
tions, we examine the ubiquitous spin interactions, which
tend to randomize the spin orientation at the impurities.
They include, for example, hyperfine fields due to inter-
action with the nuclear spins and exchange interactions
between nearby impurities. Invoking the mean-field
approximation, an effective internal magnetic field can
be written by Bi ¼ Bhf þ Bex ¼ ðhAIi þ hJnnSiÞ=gμB
where A is the hyperfine coupling constant with nuclear
spin I and Jnn is the exchange coupling with an electron of
spin S on the nearest neighbor impurity. Considering
ferromagnet-oxide-silicon as a case study, unpaired elec-
trons on 29Si dangling bonds would experience hyperfine
fields of a few hundred gauss [39,40,46–48]. Similar
defects can exist in Al2O3 barriers [41,49–51] or perovskite
interfaces [52]. The defect densities can be controlled by
oxide preparation techniques [20]. The sources for Bi also
include stray fields whose amplitude and direction depend
on the interface roughness [12].
With B ¼ Be þ Bi, we can complete the analysis using

Eq. (5) and write the extraction (injection) tunnel current
via a type A (B) impurity, i ¼ iA ¼ −iB,

i
i0
¼ 1 − ð1 − αÞp2

Z
dBi

Z
d cos θi

×
Z

dϕi

B2
∥F ðBi; θi;ϕiÞ

B2⊥ þ ð1 − αp2ÞB2
∥
: ð7Þ

i is averaged over F ðBi; θi;ϕiÞ, the normalized distribution
for the internal field. The components of the effective field
along and normal to F are B2

∥ ¼ B2
F þ ðBi∥ þ Be∥Þ2 and

B2⊥ ¼ B2
i⊥ þ B2

e⊥ þ 2Bi⊥Be⊥ cosðϕi − ϕeÞ, respectively.
Figures 2(a) and 2(b) show the solution of Eq. (7) with
hyperfine fields of common defect centers in Si-oxide
interfaces. The tunneling involves unpaired electrons on
29Si dangling bonds next to the oxygen vacancy V0 in the
barrier (E0 center) or in the Si3 configuration on the atomic
interface (Pd center). The hyperfine field of E0 is assumed
isotropic with amplitude of 420 G [46], and that of Pd has
axial symmetry with an out-of-plane (in-plane) amplitude
of 160 G (90 G) [48]. Figure 2(c) shows the solution for
internal fields due to exchange between nearest-neighbor
impurities. The localization length and impurity density in
the tunnel barrier are chosen as li ¼ 4.4 Å and ni ¼
8 × 1018 cm−3, respectively. Further details are provided
in the Supplemental Material [30]. In all three cases we
assume hBii > BF so that the width of the signal is set by
internal fields rather than by coupling with F (i.e., ΔB is
essentially independent of barrier thickness). The modu-
lation amplitude in the regime that Bi ≫ BF is realized
from ΔiðθeÞ ¼ iðBe ≫ BiÞ − iðBi ≫ BeÞ. For an isotropic
internal field distribution [F ðBi; θi;ϕiÞ ¼ F ðBiÞ=4π],

ΔiðθeÞ ¼
1 − α

α

�
arctanhð ffiffiffi

α
p

pÞffiffiffi
α

p
p

−
1

1 − αp2cos2θe

�
i0: ð8Þ

The in-plane field modulation can exceed that of the out-of-
plane field and increases for internal fields that point mostly
in the out-of-plane direction [e.g., jΔið0Þ=Δiðπ=2Þj > nþ 2
when F ∝ sinnθiF ðBiÞ].

(a) (b) (c)

FIG. 2 (color online). Calculated MR via an impurity with α ¼
0.1 embedded in the F-I-N junction with p ¼ 1=3. MR due to
resonant tunneling via an (a) E0 and (b) Pd defect in silicon-oxide
interfaces. (c) MR in the presence of molecular fields due to
exchange between nearest-neighbor impurities.
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We can now quantify the total voltage change that one
measures in the local geometry [ΔR in Fig. 1(b)]. Denoting
the total tunneling current used in experiments [Fig. 1(a)] as
IT , for small MR effect we simply have

ΔR
R

¼
X
n

Δinð0Þ − Δinðπ2Þ
IT

¼ 1

IT

X
n

ð1 − αnÞp2

1 − αnp2
i0;n; ð9Þ

where n runs over type A (B) impurities in the tunnel
barrier for spin extraction (injection). The much larger
total current is by tunneling via larger impurity clusters
for which U ≲ eV and via background direct tunneling.
The MR effect is enabled by the nonzero polarization of
a F-I-N junction (p ≠ 0), rendering it distinct from
resonant tunneling MR in N-I-N junctions where gμB >
fkBT; eVg [37,45]. Since ΔR measures the effect at the
Be ≫ fBi; BFg limit, its amplitude is robust and indepen-
dent of the details of the internal field distribution. Accord-
ingly, one can use either Eq. (6) or (8) to get Eq. (9). The
amplitude of ΔR=R depends on the junction’s polarization,
the impurities’ density and their coupling to the leads (via α
and i0).
Discussion.—The MR effect in F-I-N junctions comes

from electron spin precession in impurities whose popu-
lation fluctuates between 0 and 1 (type A) when electrons
flow into F, or between 1 and 2 (type B) when electrons
flow from F. The resonance current through these impu-
rities is suppressed or enabled when applying in-plane or
out-of-plane magnetic fields, respectively. The physics is
explained by reinforcement or removal of the Pauli block-
ade in the respective field configurations.
The MR effect is stronger for impurities located closer

to the nonmagnetic than to the ferromagnetic material
(ΓN ≫ ΓF so α → 0). This physics is understood by noting
that when electrons flow into (from) F, type A (B)
impurities are mostly empty (doubly occupied) if they
are closer to F. Therefore, spin precession becomes
meaningless and the modulation is not observed. The
disappearance of the effect for α → 1 also explains the
results in a recent comprehensive experimental analysis
of F-I-semiconductor junctions [53]. A strong suppression
in the MR signal is found when the oxide thickness
decreases (exponential increase of ΓF), unlike the total
R that for ultrathin oxides is governed by the Schottky
barrier (ΓN). This physics also sets apart the measurements
of F-I-semiconductor junctions from those with direct
F-semiconductor contacts [21,25,30,54]. In the latter
case, the true signal from spin accumulation in N cannot
be masked by the presence of impurities at the atomic
interface between F and the semiconductor for which
ΓF ≫ ΓN .
Thus far we have treated the on-site Coulomb repulsion

as the largest energy scale U ≫ eV (when the MR is most
effective). Now we invoke the relation between U and
various sizes of impurity clusters in order to explain the

nontrivial bias (V) and temperature (T) dependencies of the
MR signal. We note that U is smaller for relatively large
clusters due to their reduced charging capacitance, and that
the effective size of a cluster grows with T due to the
thermally activated crosstalk between adjacent impurities
[55]. The T dependence typically follows the Arrhenius law
with an activation energy Ea that depends on disorder
density and impurity type [56]. Thus, as kBT rises above the
corresponding Ea such that for the resulting impurity
cluster U ≲ eV, this particular cluster stops affecting the
MR. This interplay between U and eV, and between kBT
and Ea resolves the strong dependence of ΔRðTÞ signals
found in several recent experiments [7,8,13,19]. At small
bias V, the relevant Ea for threshold Uth ≈ eV is small as it
corresponds to large and dense clusters, and as a result the
MR effect is more susceptible to temperature at the low T
region kBT ≈ Ea. At large bias, on the other hand, the
relevant Ea becomes larger as the MR is from the outset
limited to isolated point defects (largestU), for which the T
dependence is weaker (kBT ≪ Ea).
The proposed analysis solves two additional important

problems in electrical spin injection. First, it addresses the
observed signals in local-setup experiments where the net
charge current across the tunnel junction is zero but where
the bias voltage is distributed (i.e., spin injection and
extraction in different parts of the junction) [57]. So far,
the measured signals in such experimental settings were
attributed to the spin Seebeck effect in spite of a similar
orders-of-magnitude discrepancy with the theory of spin
injection [30]. Second, the proposed mechanism supports
the fact that the measured MR effect is independent of
doping type in F-I-semiconductor junctions [7,11,19]. We
have seen that the expected signal does not depend on spin
relaxation in N, and therefore a comparable effect is
expected in both n- and p-type semiconductors. The
original attribution to spin relaxation in N, on the other
hand, contradicts known physics of the ultrashort (subpico-
second) spin lifetime in hole bands [30,58–60].
Outlook.—The MR mechanism can be generalized

beyond spin injection with ferromagnetic leads. Figure 3
shows such an example for a 1Dnanometer-sizememorycell
that utilizes A-B impurity chains. Recent measurements in
N-I-N tunnel junctions show that A-B chains result in a
similar MR effect, where the type A impurity serves as an
effective one-electron source with its polarization suscep-
tible toweakmagnetic fields [56]. A sufficient external field
turns off the current by reinforcing the Pauli blockade across
the A-B chain [56]. As shown in Figs. 3(a) and 3(b), the “0”
and “1” states are defined by the position of an unpaired
electron embedded in an insulator adjacent to theA-B chain.
Its position is controlled by the writing voltage VW . The
exchange interaction with the embedded electron when
positioned in the “1” state sets the effective internalmagnetic
field (Bex) exerted on the type B impurity. The readout is
enabled by the MR effect across the A-B chain as shown in
Fig. 3(c).Note that confinement of the appliedmagnetic field
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is not needed since the spin does not encode information.
Once the challenge for atomic-level lithographic control is
met, this architecture represents the ultimate scaling of
memories since “it leaves no room in the bottom.”
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