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Here we report the direct observation of single electron charging of a single atomic dangling bond (DB)
on the H-Sið100Þ-2 × 1 surface. The tip of a scanning tunneling microscope is placed adjacent to the DB to
serve as a single-electron sensitive charge detector. Three distinct charge states of the dangling bond—
positive, neutral, and negative—are discerned. Charge state probabilities are extracted from the data, and
analysis of current traces reveals the characteristic single-electron charging dynamics. Filling rates are
found to decay exponentially with increasing tip-DB separation, but are not a function of sample bias, while
emptying rates show a very weak dependence on tip position, but a strong dependence on sample bias,
consistent with the notion of an atomic quantum dot tunnel coupled to the tip on one side and the bulk
silicon on the other.
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Quantum dots are a building block for a range of
candidate technologies. Single electrons can be trapped
and manipulated in single- or multiple-quantum dot struc-
tures which allows control over occupation down to single
electrons [1,2], single-electron charge detection [3,4], and
coherent control of both spatial wave functions [5,6]
and spin states [7–9]. Schemes for employing quantum
dot systems have been developed to the level of architectures
for both classical [10,11] and quantum [12] information
applications. A drawback of most quantum dot systems
is the need for cryogenic temperatures, a straightforward
consequence of the relatively small charging energies of the
quantum dots. As quantum dots are miniaturized, charging
energies are increased. Ultimately miniaturized quantum
dots are embodied in atomic impurities and atom-scale
defects, and these are giving birth to a new arena for
technological progress. Recent work on embedded impu-
rities in Si has delivered impressive single-electron devices,
demonstrating a single atom single-electron transistor (SET)
[13], coherent spin control [14], and optical addressing of
single atoms [15,16]. Currently, embedded impurities can-
not be placed with atom-scale precision, which is a funda-
mental limitation for some applications [17]. By contrast,
dangling bonds (DBs) on the Si surface can be fabricated
with truly atomic precision [18,19], and are thus an attractive
candidate for atomic quantum dots.
On the H-Sið100Þ-2 × 1 surface, DBs are isolated sp3

orbitals that do not participate in chemical bonding, and
introduce within the band gap a single surface state. Single
DBsexistwhere there is a singlehydrogenatommissing from
an otherwise hydrogen-terminated surface. Localization
of charge, variable occupation, strong Coulomb interaction,

and the possibility of creating tailor-made structures includ-
ing tunnel coupling between DBs, leads to a description
of DBs as atomic silicon quantum dots (ASiQDs). There
is a body of theoretical work exploring the possibility of
using DBs as building blocks for transport and logic devices
[20–23]. The potential of using DBs to create functional
device elements with tailor-made electronic properties is
only just being explored and understood [19,24,25],
and likewise fabrication is now being optimized (and
commercialized) [26–28].
The DB energy levels have been estimated using density

functional theory (DFT), which places the neutral state,
DB0, at 0.35 eV and the negative state, DB−, at 0.85 eV
above the valence band (VB) [23,29] (Fig. 1). Although
there are three distinct charge states, we only refer to two
energy levels in this manuscript, the so-called neutral and
negative energy levels, also referred to as the þ=0 and 0=−
transition levels, respectively. A binding energy is some-
times attributed to the DBþ state [25], but since there is no
associated transition level, its energy level is inaccessible
in spectroscopy.
Despite the central role of single-electron dynamics

in STM imaging of DBs [30–32] as well as in potential
DB-based atom-scale devices [22], until now, they have
not been directly observed in an STM experiment. Here,
we report direct observation of single-electron charging
dynamics of DBs. The dynamics are consistent with a
model of nonequilibrium charging, in which the DB acts as
the island of an SET, tunnel coupled to the STM tip and to
the Si bulk. The variably charged DB has a gating effect on
the tip-sample tunnel junction, so that the total tunneling
current acts as a single-electron sensitive charge sensor.
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In this experiment, the DB does not act as a current-
carrying state: a negligible fraction of the current passes
through the DB. The tip Fermi level is at all times higher
in energy than both transition levels. Thus, this experiment
allows observation of the three DB charge states, whereas
more familiar scanning tunneling spectroscopy experi-
ments would be fundamentally limited to observations of
the two transition levels.
For these experiments, we used an Omicron LT-STM

operated at 4.2 K. The tungsten tip was prepared by
electrochemical etching followed by electron beam heating
and field ion microscopy cleaning and sharpening [33]. The
sample was cleaved from a 3–4 mΩ · cm n-type As-doped
Si(100) wafer and was cleaned by heating several times to
roughly 1250 °C, and H-terminated at 330 °C [34]. The high
temperatures used to clean the sample are known to deplete
the dopants near the surface [35].
The sharply defined dark region which is known to

surround DBs in unoccupied state imaging is known as a
“halo” (e.g., see previous studies [18,25,31] and Fig. 2 of
the Supplemental Material [37]). DB halos have been
attributed to upward band bending near a negatively charged
DB. A theory of STM of DBs which captures the quali-
tative features of the topography of DB halos was put forth
by Livadaru et al. [31]. In unoccupied state imaging,
tip-induced band bending (TIBB) tends to empty nearby
states (including the DB). At the same time, electrons tunnel
from the tip to the unoccupied sample energy levels. When
an electron is injected into a localized state, the dynamics

which would re-establish thermal equilibrium in the sample
can be relatively slow, and the equilibrium picture of STM
no longer applies. According to this nonequilibrium picture
of STM imaging of DBs, the charge state of the DB is
determined by the competition of filling and emptying
processes, as shown in Fig. 1.
At low temperature, many thermal processes become

negligible, and dynamics can be slow enough to be within
the STM preamplifier bandwidth. Figure 2(a) shows a
topographical unoccupied state image of a DB at 4.2 K.
At these conditions, the edge of the halo is no longer sharp,
but instead shows a distinctive streaky noise. When the tip
is positioned in the halo region, and the tip height is held
constant, the measurement of current as a function of time
shows unusual jumps to discrete values, as seen in Fig. 2(c).
Such current steps are absent when the tip is far from any
DBs. The histogram of current measurements shown in
Fig. 2(b) demonstrates that there are precisely three dom-
inant current values. We identify these as corresponding to
the negative (doubly occupied), neutral (singly occupied),
and positive (unoccupied) charge states of the DB. Each
charge state of the DB causes a different DB-induced band
bending under the tip apex, and thereby creates a different
current from tip to sample.
The electron dynamics represented in Figs. 2(b) and (c)

are for a particular tip position and voltage, but in general
the dynamics and probabilities of the three charge states
will depend on these parameters. Each panel in Fig. 3

FIG. 2 (color online). (a) Topographical STM image of a single
DB taken with VS ¼ 1.4 V and IT ¼ 20 pA. The double-ended
arrow shows the range of lateral positions used to acquire the
data shown in Fig. 3. (b) Histogram of current measurements with
the tip at a constant height and a constant voltage of VS ¼ 1.45 V
positioned 3.14 nm from the DB. The peak at lowest current
corresponds to the negative charge state, while the peaks at
intermediate and highest current correspond to the neutral and
positive charge states. (c) An example of a current-time trace.
The sampling rate is 10 kHz and the entire trace (not shown) is 2 s
in length.
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FIG. 1 (color online). Band diagram representing the non-
equilibrium dynamics of STM imaging of a DB. Etip

F and ESi
F label

the tip and sample chemical potentials, respectively, and Γ labels
filling and emptying processes. TIBB was calculated using the
SEMITIP code [36] assuming typical STM experimental param-
eters and resulting bands are shown as green curves, correspond-
ing to the case of DB0. For the case of DB−, combined tip- and
DB-induced band bending (shown as blue curves) are calculated
using a Slater-type orbital for the DB [31] assuming also that
dynamic screening effects in the sample are negligible.
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compactly shows a collection of histograms at different
lateral positions crossing the edge of a DB halo, for a
particular tip voltage. Color map intensity is proportional
to the number of counts at a particular current and tip-DB
separation, and tip height is constant for all the data
presented. At all voltages there is a periodic modulation
in current as a function of position, due to the surface
topography; as the tip moves laterally at constant height,
the tip-sample distance is modulated because of the perio-
dicity of the Si surface. The striking feature is the appearance
of current instability reflected by the broadening and/or
existence of multiple current levels at particular voltages
and positions.
At the lowest sample voltage (Fig. 3(a) at 1.30 V), the DB

is in a single charge state at all tip positions. The STMcurrent
decreases as the tip moves toward the DB (aside from the
above-mentioned periodic modulation due to topography),
indicating upward band bending near the DB, consistent
with a negative charge state. As the tip bias is increased
[Figs. 3(b)–(h)], two additional charge states become visible,
which we identify as the neutral and positive DB states. For
voltages greater than 1.35 V, there is a transition region in
which all three charge states are visible, with the positive DB
charge state becoming dominant at larger tip-DB separations.
Above 1.50 V, transitions occur on a time scale which
competes with the data acquisition rate, so that the three
states become blurred and eventually averaged. At 1.55 V
and above, the high-current peak dominates for most tip
positions, and here we see that current increases as the tip
moves toward the DB, indicating downward band bending
near theDB, consistentwith a positive charge state.All traces
show a low-current value at the smallest tip-DB separation
because direct tunneling from the tip to the DB becomes
dominant, in turn causing negative charging of the DB.

Looking at Fig. 2(c) we can see that the IðtÞ traces
contain dynamical information; the traces consist of pla-
teaus of various lengths, and the dynamics can in principle
be extracted by measuring their lengths as well as which
states they transition to. This would give the transition

rates, ΓðEÞ
−=0, Γ

ðEÞ
0=þ, Γ

ðFÞ
0=−, and ΓðFÞ

þ=0, for the kinetic scheme

DB−⇌
ΓðEÞ
−=0

ΓðFÞ
0=−

DB0⇌
ΓðEÞ
0=þ

ΓðFÞ
þ=0

DBþ;

which assumes that there is no direct transition between
the negative state and positive state, thus neglecting any
particular two-electron filling or emptying processes. The
superscripts ðFÞ and ðEÞ indicate filling and emptying
rates. Determining these rates by simply measuring the
lengths of plateaus in Fig. 2(c) turns out to be problematic,
since the noise in the plateaus is comparable with their
separation. Motivated by this, we take an approach devel-
oped by Hoffmann and Woodside [38] called signal-pair
analysis, which considers the evolution of subsets of a data
set for a current-time trace chosen to initially belong to a
particular charge state, fitting their evolving distributions
using a dynamical model, and thereby extracting the
transition rates between states even if their signals overlap
significantly. This analysis combines earlier work on
single-molecule fluorescence studies [39], and a signal-
pair correlation approach to analyzing structural dynamics
of proteins [40]. The procedure is explained in the
Supplemental Material [37].
The extracted filling and emptying rates for sample

biases of 1.40, 1.45, and 1.50 V, are shown in Fig. 4.
At higher biases, dynamics could not be extracted because
the transition rates were faster than the preamplifier

FIG. 3 (color online). Color maps showing frequency of current measurements as a function of tip-DB separation and current from
(a) 1.30 to (h) 1.65 V. Color map intensity is proportional to the number of instances of a particular measurement of current at a particular
position. Any vertical slice of any color map gives a histogram whose total integral is 2 s × 10 kHz ¼ 20 000 samples. In particular, the
dotted line in (d) corresponds to the data shown in Fig. 2(b).
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bandwidth. At lower voltages, the DB tended to stay in the
negative charge state at all tip positions, again making it
impossible to extract the dynamics.
Figure 4(a) shows the dependence of filling rates on tip

position for three different voltages. There is an exponential
decay in the filling rate with increasing tip-DB separation,
with values from roughly 3 kHz to 50 Hz, with no clear
systematic dependence of filling rates on voltage. This is
consistent with the prediction that direct tunneling from tip
to DB dominates the filling of the DB, assuming a constant
density of tip states over the energy range of interest. The
exponential fits to the filling rates of the neutral and
negative charge states are shown as a black dashed-dotted
line and a black solid line, respectively. Their decay rates

are kðFÞ0=− ¼ 1.91 and kðFÞþ=0 ¼ 2.54 nm−1. We attribute the

slower decay of ΓðFÞ
0=− to the upward shift of the DB− energy

level with respect to that of DB0, resulting in a smaller
ionization potential, and a slower decay of the DB− wave
function into vacuum.
Figure 4(b) shows emptying rates. In contrast to

Fig. 4(a), we see a strong voltage dependence and a very
weak position dependence. The average emptying rate for
each of the three voltages is shown as a horizontal dashed
line. We find relatively flat emptying rates of 172, 434, and
1369 Hz for sample voltages of 1.40, 1.45, and 1.50 V
respectively. While calculations for DBs at room temper-
ature [31] found thermal emission of electrons to dominate
emptying in unoccupied-state STM imaging, this process is
virtually eliminated at 4.2 K. We instead consider the
dominant mechanism at low temperature to be tunneling
from the DB energy level to distant resonant conduction
band (CB) levels. As the bias is increased, TIBB is also
increased, while the associated barrier for an electron on the
DB to tunnel to the CB becomes narrower. The weak
dependence of emptying rates on lateral tip position is an
indication that TIBB is relatively uniform on the scale
considered here, as expected.
We can now see that the edge of the DB halo is the point

at which filling rates overtake emptying rates. This corre-
sponds to the intersection of the horizontal dashed lines
(emptying) in Fig. 4(b) with the exponential solid and
dashed dotted lines (filling). As voltage is increased, the
emptying rate, which is nearly flat with respect to position,
increases while the filling rate remains an unchanged
exponential. The point of intersection (edge of the halo)
thus moves toward the DB. This is consistent with our
routine observation of a DB halo size which decreases with
increasing bias (not shown). Beyond the dependence of
rates on bias and tip-DB lateral separation, we see that both
filling rates are similar in magnitude, as are both emptying
rates. At this time, a quantitative study is not permitted by
the data we can acquire, but a more detailed discussion of
the orbitals and band bending effects associated with DB0

and DB− is provided in the Supplemental Material [37].
In conclusion, we have shown that single-electron

dynamics are directly observable in STM of single DBs
when the tunnel junction between the tip and the sample
acts as a single-electron sensitive charge detector. We
directly resolve the three possible charge states—negative,
neutral, and positive—of a DB. The dynamics extracted
from current traces are consistent with a nonequilibrium
model in which the DB acts as an atomic quantum dot,
tunnel coupled both to the tip and to the bulk Si, and
occupation is determined by the competition of filling from
the tip and emptying to the bulk. These results show that
the charge state of an atomic quantum dot can be manip-
ulated and read by nearby electrodes. There is no funda-
mental reason why the single atom charge state sensing

(a)

(b)

FIG. 4 (color online). (a) Experimentally measured filling rates
as a function of lateral tip distance from DB for three different
voltages. The dashed dotted line indicates the exponential fit to
the filling rate of the neutral DB energy level, while the solid line
indicates the fit for the negative DB level. (b) Experimentally
measured emptying rates as a function of lateral tip distance
from DB for three different voltages. For each voltage, emptying
rates have a weak dependence on tip position. The dashed colored
lines show the average emptying rate for each voltage, while the
dashed-dotted and solid black lines show the same fits to the
filling rates as shown in (a).
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demonstrated here cannot in the future be implemented in
an STM-free, lithographic structure.
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