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The optical properties of graphene are strongly affected by electron-electron (e-e) and electron-hole
(e-h) interactions. Here we tune these many-body interactions through varying the density of free charge
carriers. Measurements from the infrared to the ultraviolet reveal significant changes in the optical
conductivity of graphene for both electron and hole doping. The shift, broadening, and modification in
shape of the saddle-point exciton resonance reflect strong screening of the many-body interactions by the
carriers, as well as changes in quasiparticle lifetimes. Ab initio calculations by the GW Bethe-Salpeter
equation method, which take into account the modification of both the repulsive e-e and the attractive e-h
interactions, provide excellent agreement with experiment. Understanding the optical properties and
high-energy carrier dynamics of graphene over a wide range of doping is crucial for both fundamental
graphene physics and for emerging applications of graphene in photonics.
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Many of the distinctive properties of graphene, such as
the characteristic linear dispersion relation of chiral mass-
less Dirac fermions and the associated anomalous quantum
Hall effect [1], can be understood within a picture of
noninteracting electrons. These features are modified by
many-body electronic interactions, leading to departures
from the linear dispersion relation [2] and the presence of
the fractional quantum Hall effect [3]. A similar situation
prevails in terms of the optical response of graphene. The
measured optical conductivity in the near infrared and
visible is close to the value of e2=4ℏ expected within the
single-particle theory [4,5]. Significant departures from the
predictions of single-particle theory are, however, revealed
in the optical spectrum of graphene in the ultraviolet (UV)
[6–10]. There the saddle point in the Brillouin zone at the
M point gives rise to a pronounced peak in the optical
absorption. Both the position and shape of this feature
reveal the role of strong Coulomb interactions, as predicted
by theory [6]. Instead of simple band-to-band transitions,
excitonic interactions give rise to resonances of correlated
e-h pairs [6–13]. The same interactions also reduce the
lifetime of high-energy quasiparticles [14–18].
Previous experimental investigations of excitonic effects

in graphene have relied on line-shape analysis of the
absorption spectrum of undoped graphene [7–9]. Direct
control of many-body interactions through modification of
carrier concentration provides a new vehicle to probe the
pronounced excitonic effects. The ability to alter the
excitonic interactions and the decay rate of quasiparticles

by varying the dielectric screening of the Coulomb inter-
actions is also important for the emerging area of graphene
photonics [19]. In this Letter, we demonstrate strong tuning
of many-body interactions in graphene by the free-carrier
density. We probe these effects through their distinctive
optical signature near the saddle-point resonance. The
observed changes are completely unexpected from a picture
of Pauli blocking of band-to-band transitions [4] and reveal
the subtle effects of the different many-body interactions
in this model 2D system. We are able to reproduce all
significant aspects of the experimental results by ab initio
excited-state calculations. In addition to the fundamental
interest in the interactions of carriers in graphene, our
findings show the possibility of modifying both the high-
energy optical response of graphene and the decay proc-
esses of excited carriers. The latter suggests, for example, a
means of tuning the Auger relaxation rates for more
efficient carrier multiplication [20] and controlling the
response time of saturable absorption in graphene.
In our study, we measured the optical sheet conductivity

σðEÞ of graphene over a broad range of photon energies E
from the near infrared to the UV (1.2 ≤ E ≤ 5.5 eV) for
both electron and hole doping. Our experiments were
performed using graphene field-effect transistors prepared
on a transparent (quartz) substrate with a transparent
electrolyte top gate [21,22]. We were able to examine
the behavior at carrier concentrations exceeding 1014 cm−2.
The optical conductivity spectrum σðEÞ of the graphene
layer was determined by absorption spectroscopy in the
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transmission geometry. Accurate measurements of the
influence of charge carriers were obtained by recording
the differential response as a function of gating conditions.
The measured optical conductivity spectrum σðEÞ of

graphene can be seen to display marked changes as a
function of carrier concentration [Fig. 1(a)]. At low photon
energies, we observe a progressive suppression of optical
absorption with increasing doping. In addition, the peak in
σðEÞ observed in the UV around 4.6 eV is found to be
strongly influenced by the carrier density. The changes in
σðEÞ at low photon energies can be explained within the
single-particle picture as the result of state filling, i.e., Pauli
blocking of the interband transitions. The same does not
apply to the doping-induced changes in the UV response,
since there is no modification of the occupation of the states
involved in the optical transitions at the relevant doping
levels. The UV response, associated with the saddle-point
exciton resonance at the M point of the graphene Brillouin
zone [6–10], thus provides a direct signature of many-body
interactions in graphene and of how carrier screening
modifies these interactions.

We note two important trends in the UV response. For
increased doping by either electrons or holes, (i) the peak of
the saddle-point exciton resonance energy ω0 redshifts, and
(ii) the peak feature becomes more symmetrical and
broadens in width. The resonance energy ω0 shifts from
4.62 eVat charge neutrality to 4.42 eVat high doping levels
[Fig. 1(b)] [27], corresponding to an energy shift Δω0 as
large as 200 meV [Fig. 1(c)]. In addition, to experimental
accuracy, we did not observe any increase in absorbance in
the visible region from doping, aside from the effect of
Pauli blocking noted above.
To understand the experimental results, we need to

examine the different many-body effects in graphene and
how the increased carrier screening in the doped samples
modifies these interactions. The observed changes in both
the position and asymmetry of the saddle-point exciton
feature with doping can be explained on this basis. The
emergence of a more symmetrical absorption feature with
increased doping level reflects the reduced strength of e-h
interactions due to enhanced carrier screening, since a
symmetrical line shape is expected for band-to-band
transitions at a 2D saddle-point singularity in the joint
density of states [28]. The redshift in the peak position of
the saddle-point exciton requires consideration of screening
of both the attractive e-h interactions and the repulsive e-e
interactions, with the repulsive term dominating over the
attractive one. The data also reveal an increased width of
the saddle-point exciton resonance with increasing doping.
This effect suggests a decreased lifetime of the optically
excited states arising from decay of the optically excited
carriers by scattering with the additional carriers near the
Fermi surface. We have been able to substantiate all
elements of this heuristic picture by rigorous ab initio
many-body theory, as well as to reproduce accurately the
experimental absorption spectrum and its variation with
doping level without the introduction of any adjustable
parameters.
The theoretical approach is based on ab initio GW [29]

and GW–Bethe-Salpeter equation (GW-BSE) calculations
[30,31] of the conductivity spectra at different doping levels
[Fig. 1(a)], which were performed using the BerkeleyGW
package [22,32]. The levels of carrier doping in graphene
reached in our study are quite high, so the intrinsic
screening due to electrons in the doped graphene should
dominate over other screening processes. Accordingly, we
have explicitly calculated the doping-dependent dielectric
matrix of freestanding graphene, while neglecting the
substrate screening. The absorption spectra calculated
within the GW approximation (which do not include e-h
interactions) display a saddle-point resonance that is
significantly blueshifted from the experimental spectra.
Moreover, the predicted redshift in this resonance with
increasing doping is far stronger than that observed
experimentally [Figs. 1(a)–1(c)]. On the other hand, when
excitonic effects are included in the full GW-BSE calcu-
lations, the theory reproduces the experimental results quite

 
(b)(a)

(c)

FIG. 1 (color online). Optical response of graphene as a
function of doping, showing results of experiment (black line
or symbols), of GW calculations (green line), and of GW-BSE
calculations (red line). (a) The optical conductivity σðEÞ of
graphene as a function of photon energy E for different doping
densities n. A redshift of the experimentally observed peak in the
UV is observed for both electron and hole doping. The position of
the peak and its variation with doping are captured by GW-BSE
calculations. The GW calculations, which omit e-h interactions,
overestimate the resonance energy for all doping densities.
(b) The resonance energy ω0 as a function of doping density,
with combined data for electron and hole doping. (c) The shift
Δω0 in resonance energy from that at charge neutrality as a
function of doping, with combined data for electron and hole
doping. The net shift (red line) calculated within the GW-BSE
method is decomposed into two opposing contributions from
screening of the electron self-energy (green line) and of the
excitonic response (blue line). Effects due to finite lifetime of the
excited electron and hole have not been included in the GW and
GW-BSE calculations for the theoretical curves in this figure.
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accurately. The doping dependence of the peak position

ω0 [Fig. 1(b)] and, particularly, of the peak shift Δω0

[Fig. 1(c)] is in excellent agreement with experiment.
To understand the physics behind the shift Δω0 of the

saddle-point exciton energy with doping, we decompose
this quantity into two contributions [Fig. 1(c)]: (i) the
change in the renormalization of quasiparticle self-energy
and (ii) the change in the excitonic correction to the
spectrum. Both effects can be explained in terms of the
influence of carrier screening. This increased screening
with increasing doping level reduces the energy needed for
quasiparticles with a given momentum to be created,
leading to the redshift associated with the first contribution.
The enhanced screening also reduces the attractive e-h
interactions. This reduces the original redshift from exci-
tonic interactions in the neutral case. The excitonic con-
tribution offsets about half of the redshift from decreased
spacing of quasiparticle bands. The net result is a redshift of
the saddle-point resonance Δω0 with increasing doping that
explains the experimental data quantitatively [Fig. 1(c)].
Although theGW-BSE calculations at this stage correctly

capture the experimental peak shiftwith doping, the shape of
the conductivity spectra calculated without lifetime effects
of the quasiparticles significantly deviates from the observed
spectral line shape [Fig. 1(a)]. More specifically, the
experimental excitonic features are all broader than those
predicted by the calculations.While the calculations display
sharper excitonic features at high doping levels than at low
doping levels, the opposite trend is seen experimentally.We
address this issue by including an ab initio calculation of the
excited-state lifetimes as a function of doping.
To determine the exciton line shape, we consider

separately the decay (i.e., the imaginary part of the self-
energy) of quasielectrons and quasiholes produced by
optical excitation. We then derive the many-body contri-
butions to the exciton linewidth (i.e., going beyond the
independent particle picture) by including the imaginary
part of the quasiparticle energies perturbatively in the
Bethe-Salpeter equation in a similar way as in Ref. [33].
This approach results in the following expression:

ðτSÞ−1 ¼
X

vck

jAS
vckj2ðτ−1ck þ τ−1vkÞ;

where ðτSÞ−1 is the broadening associated with the solution
jSi to the Bethe-Salpeter equation, τnk is the quasipar-
ticle lifetime for band n and wave vector k, and AS

vck
is the coefficient that defines jSi in terms of an expansion
in free quasielectron and quasihole excitations
jSi ¼ P

vck A
S
vckjc;ki ⊗ jv;ki.

The quasiparticle lifetime is directly related to the
imaginary part of the self-energy through ImΣnkðϵnk;ωÞ ¼
τ−1nk, where ϵnk is the quasiparticle energy. The self-energy
has contributions from e-e and electron-phonon (e-ph)
interactions. We calculated the lifetimes arising from e-e
interactions for four different doping levels and also

included the effect of e-ph interactions from our previous
study [18].
The optical conductivity of graphene calculated includ-

ing quasiparticle lifetime effects in the GW-BSE calcu-
lations is in excellent agreement with experiment for both
neutral and doped graphene (Fig. 2). The complete theory
not only replicates the absolute exciton energy and the shift
in energy with doping, as before, but also captures the
change in width of the saddle-point exciton and its
evolution to a more symmetric shape with increased
doping. The agreement, we note, is obtained using a theory
that contains no adjustable parameters.
It is instructive to compare the ab initio theoretical

predictions for the linewidth of the saddle-point exciton
with the experimental broadening (Fig. 3). As expected
from the agreement of the conductivity spectra, the exper-
imental widths agree well with theory, both in magnitude
and in their variation with doping density. For the case of
theory, we further identify contributions to the broadening
arising from e-ph and e-e interactions, respectively [22].
The contribution to the exciton line width arising from

e-ph interactions is seen to remain nearly constant as a
function of doping. This behavior reflects the fact that near
the saddle point, the imaginary part of the quasiparticle
self-energy due to e-ph interactions, while varying with the
quasiparticle energy, has little dependence on the doping
level [18]. In contrast, the interactions of the highly excited
quasiparticles with other electrons, i.e., the e-e interactions,

FIG. 2 (color online). Ab initio calculations of the optical
conductivity spectra σðEÞ including lifetime effects. The calcu-
lated GW-BSE conductivity spectra with quasiparticle lifetime
effects included (red dashed lines) are compared to the exper-
imental spectra (black lines) for four different doping densities.
By evaluating the influence of both e-e and e-ph decay channels
for the optically excited states, we obtain agreement with the
experimental spectra for all doping levels.
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increase with doping. We attribute this increase to the
enlargement of the Fermi surface with doping, which
increases the number of available decay channels for the
quasiparticles [16,18]. For these highly excited quasipar-
ticles, the decay from e-e interactions is not negligible even
at low doping levels. We note that the decay process is
influenced by the detailed band structure of graphene; the
self-energy of quasiparticles for states near the saddle point
is quite anisotropic and the broadening of the saddle-point
resonance arises largely from the rapid decay of states in
the K → Γ direction.
In addition to the changes in the quasiparticle decay rates,

the linewidth of the optical absorption near the saddle-point
resonance is also influenced by the range of free e-h pairs
that participate in absorption at a specific photon energy [6].
This can be quantified by defining a k-space distribution of
the oscillator strength from a narrow energy window of
exciton states, IðkÞ ¼ P

S jAS
khvkjv · êjckij [Figs. 4(a) and

4(b)], whereAS
k is the coefficient of expansion of the exciton

eigenstate in terms of the free quasiparticle states jcki and
hvkj, hvkjv · êjcki is the independent particle optical tran-
sition matrix element, and the summation is over states S
with energies ΩS within a window of �75 meV at the
peak position. A similar distribution can be defined as a
function of the quasiparticles’ energies as IðΔωÞ¼P

S;k jAS
khvkjv · êjckijδ½Δω− ðϵck− ϵvk−ΩSÞ� [Figs. 4(c)

and 4(d)]. Upon increasing doping, both the k-space
[Fig. 4(b)] and energy [Fig. 4(d)] distributions become
more localized, which shows that there is less redistribution

of oscillator strength among different regions of the band
structurewhen thee-h interactionsarescreened. In fact, in the
highly doped samples, the oscillator strength associatedwith
the peak of the conductivity spectrum mainly comes from
regions near theM point, which explains why theGW-BSE
conductivity spectra approach theGW ones for highly doped
samples.
The decrease in the number of participating e-h pair

configurations upon doping is also important for the fine
details of the linewidth of the saddle-point exciton. While
the scattering rate of a state at a particular momentum tends
to increase with doping, the reduction in the e-h correlation
effects causes the overall linewidth of the exciton resonance
to show a weak saturation in our theory (Fig. 3). The higher
experimental values may be attributed to the influence of
inhomogeneity in the doping level of the sample in
experiment, as well as approximations in the theory from
the omission of dynamical screening effects in the e-h
interaction kernel [34] and substrate interactions [35].
In conclusion, our combined experimental and theoreti-

cal investigation has provided a coherent understanding of
the nature of optical transitions in graphene and of the
manner in which tuning the many-body interactions
through doping alters the graphene optical conductivity
spectrum. This knowledge is not only of fundamental
importance, but also has significant implications for the
rapidly developing areas of graphene photonics and
optoelectronics.
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FIG. 3 (color online). Decay rates of highly excited quasipar-
ticles in graphene. The linewidth of the saddle-point exciton
(as discussed in the text) is shown as a function of absolute
doping level (for doping densities shown in Fig. 2), given in
terms of the Fermi energy, for measurements with both electron
and hole doping. The dots are the experimental values, while the
columns show the calculated contributions from e-ph (blue) and
e-e (orange) interactions. The horizontal dotted line is a guide to
the eye.
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FIG. 4 (color online). Calculated redistribution of oscillator
strength. The k-space distribution of the oscillator strength IðkÞ
is plotted for (a) a low carrier doping density (n ¼ 0.4×
1013 cm−2) and (b) a high doping density (n ¼ 13×
1013 cm−2). The corresponding energy distribution of oscillator
strength IðΔωÞ is also shown for (c) the low and (d) the high
doping levels.
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