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A novel effect of fast heating and charging a finite-radius plasma is discovered in the context of plasma
wakefield acceleration. As the plasma wave breaks, most of its energy is transferred to plasma electrons.
The electrons gain substantial transverse momentum and escape the plasma radially, which gives rise to a
strong charge-separation electric field and azimuthal magnetic field around the plasma. The slowly varying
field structure is preserved for hundreds of wakefield periods and contains (together with hot electrons) up
to 80% of the initial wakefield energy.
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Acceleration of charged particles in plasmas, or plasma
wakefield acceleration, is currently a hot field of research
[1–4]. A plasma can stand electric fields orders of magni-
tude stronger than those available in metallic or dielectric
structures, and this ability is already well proven exper-
imentally [5,6]. The strength of the electric field in plasma
waves is typically limited by the so-called wave breaking
field E0 ¼ mcωp=e, where m is the electron mass, c is
the light velocity, e is the elementary charge, and ωp ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πn0e2=m

p
is the plasma frequency determined by the

plasma density n0. In other words, the energy density of
the plasma wave (∼E2

0=8π) can be as high as the rest energy
of plasma electrons.
The great majority of investigations is concentrated on

either the creation or immediate use of this huge energy
density. The long-term evolution of plasma waves at this
parameter range has not received much attention. The
available studies are focused on the dynamics of plasma
ions [7–11], the turbulization of the wave [8,10,12], the
creation of solitonlike structures [13–15], or the generation
of a magnetic field [16]. Here, we report on the novel aspect
of plasmawake behavior, which is related to fast charging of
the plasma column and heating of plasma electrons.
The essence of the effect is the following. The plasmawave

driven to the nonlinear regime breaks soon after reaching the
maximum field amplitude. The released wave energy is
quickly converted into kinetic energy of plasma electrons.
The electrons gain high transverse momenta and escape
radially from the wakefield region. If the plasma has a finite
radiusof severalc=ωp anda sharpboundary, then therearenot
enough cold electrons to replace hot electrons escaping the
plasma, at least for the time needed for ionizing the surround-
ing gas. The uncompensated charge of plasma ions creates
the strong radial electric field, which in turn keepsmost of the
hot electrons near the plasma. The escaping electrons

predominantlymove forward in the laboratory frame and take
away some negative current from the plasma. The compensat-
ing positive current thus appears in the plasma and creates a
strong azimuthal magnetic field around the plasma.
The effect has an intimate connection with the target

normal sheath acceleration mechanism of ion acceleration
[17,18]. The difference is in the geometric configuration of
fields and in the presence of plasma waves as an inter-
mediate energy carrier. As a sharp boundary is usual for
plasmas created by short laser pulses via the tunnel ioniza-
tion mechanism, the effect is quite universal and can be
observed in various setups.
Fast heating and charging of the plasma were discovered

in the context of the Advanced Wakefield Experiment
(AWAKE) project [19–22] aimed at the first experimental
demonstration of the proton-driven plasma wakefield accel-
eration [23,24]. We therefore use this configuration for
detailed study of the effect, and after that, discuss the more
common case of laser-driven acceleration.
To excite the wakefield efficiently, an initially long

proton bunch in AWAKE is transformed into a train of
short equally spaced microbunches by the self-modulation
instability [25–27]. A small precursor is needed to seed the
proper instability mode and to speed up the growth of the
self-modulation [28–30]. The instability is seeded and
controlled by the copropagating laser pulse, which instantly
creates the plasma by quick ionization of highly uniform
[31] neutral gas. The plasma has a finite radius of several
c=ωp and a sharp boundary [32]. The plasma wave driven
by the train of microbunches breaks soon after reaching the
maximum field amplitude of about 0.4E0 [33]. If properly
injected [34,35] near the maximum of the grown wakefield,
witness electrons can be accelerated with a sub-GeV=m
rate to the energy of about 2 GeV. With the use of higher-
energy drivers and fine control of the plasma density profile
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[36], this method is capable of producing multi-TeV
electrons in a single accelerating stage [37].
To study the effect, we use the quasistatic axisymmetric

2d3v code LCODE with the kinetic solver for plasma
electrons, plasma ions, and beam protons [38–40]. We
use cylindrical coordinates (r, φ, z) with the z axis as the
direction of beam propagation and the time τ ¼ t − z=c
measured from the onset of wave excitation. The appli-
cability of the quasistatic approximation to studies of
long beams is justified in Ref. [41]. The beam and plasma
parameters correspond to the baseline parameter set of the
AWAKE experiment [20,21]. Here, the 400 GeV proton
beam initially focused to 0.2mmmust propagate through the
highly uniform rubidiumplasma of lengthLmax ¼ 10 mand
density n0 ¼ 7 × 1014 cm−3 (c=ωp ¼ 0.2 mm). The beam
contains 3 × 1011 protons and is 12 cm long (root-mean-
square half-width). Along the first four meters, the beam
fully self-modulates; along the following six meters, the
beam creates strong wakefields and accelerates externally
injected test electrons. The expected plasma radius [32] can
be approximated as

rp ¼ 5c=ωpð1.5 − 0.5z=LmaxÞ: (1)

As a measure of the wakefield amplitude, we take local
Φmðz; τÞ and absoluteΦmaxðzÞ extrema of the dimensionless
wakefield potential Φðz; τÞ on the axis:

Φðz; τÞ ¼ ωp

E0

Z
τ

−∞
Ezðz; τ0Þdτ0; (2)

where Ez is the on-axis electric field. To be exact, the
potential should be obtained from Ez by spatial integration,
but the quantity [Eq. (2)] is close to the potential as soon
as the quasistatic approximation is valid. The wakefield
potential is more noise resistant than Ez and contains
information on the focusing properties of plasma waves
in an easy-to-view form. The function Φmðz; τÞ is the
envelope of the oscillating function Φðz; τÞ. The function
ΦmaxðzÞ is the absolutemaximumofΦmðz; τÞ taken over all τ
for a fixed z. Although the studied examples are based on
realistic experimental setups, wewill formulate the results in
the dimensionless form wherever reasonable.
First, we note that at these parameters, neither the finite

plasma radius rp itself nor its linear variation with length
has any significant effect on the amplitude of the excited
wave (Fig. 1). The visible difference of maximum ampli-
tudes is due to specific characters of wave breaking near the
axis and does not result from different conditions of wave
excitation [Fig. 2(a)]. Plasma charging is best observed at
the time of the strongest driver modulation. This place is
marked by the cross in Fig. 1.
From the time dependence of the wakefield potential

amplitude at z ¼ 4 m[Fig. 2(a)], we see that thewave breaks
at τ ≈ 700ω−1

p in both finite-radius and infinite plasmas.

Soon after that, the slowly varying radial electric fieldEr and
azimuthal magnetic field Bϕ appear in the finite-radius case
[Figs. 2(b) and 2(d)]. These fields reach their maximum
values near the plasma boundary. To separate them from the
oscillating wakefields, we average the actual fields over one
plasma period (2πω−1

p ). In the infinite plasma, no strong
average field appears [Figs. 2(c) and 2(e)].
The trajectories of plasma electrons responsible for

charging the plasma are shown in Fig. 2(f). The high-energy
electrons appear at the time of wave breaking. The first of
themdart directly to the outerwall located at rmax ¼ 20c=ωp
and carry out the negative charge. Later produced fast
electrons are confined by the generated electric field but
still make long radial excursions. In the code, as soon as an
electron hits the wall, it is reflected back inelastically with
some low energy. This models the emission of secondary
electrons. The secondary electrons are pulled back to the
plasma and also participate in the formation of the electron
halo between the plasma and thewall. In the infinite plasma,
high-energy electrons are also generated as the wave breaks
[Fig. 2(g)], but the bulk of cold electrons fully compensate
the escaping charge. Correspondingly, no secondary elec-
trons are pulled back toward the plasma axis.
Figure 3 shows the energy distribution of the halo

electrons at the stage of established equilibrium and the
shape of the electrostatic potential

WrðrÞ ¼ e
Z

rmax

r
hEridr; (3)

where the angled brackets denote time averaging over the
interval 2πω−1

p . We see that both the maximum electron
energy and the depth of the potential well for them are
about 200 keV. This corresponds to electric fields as strong
as 200 MV=m at the plasma boundary.
As follows from the mechanism of field formation, only

the highest-energy or earliest born fast electrons interact with
the outer wall. Consequently, if rmax ≫ rp, the field structure
weakly depends on rmax, and simulations confirm this fact.
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FIG. 1 (color online). Simulated maximum wakefield ampli-
tude versus the propagation distance for infinite (upper line) and
finite-radius (lower line) plasmas for parameters of the AWAKE
experiments.
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The average longitudinal motion of plasma electrons is
best viewed on the map of electron velocities (Fig. 4). The
electron halo predominantly moves forward, while the
compensating current is concentrated in the area of width
∼c=ωp near the plasma boundary. Correspondingly, the
magnetic field penetrates the outer plasma region [Fig. 2(d)],
unlike the electric field, which is sharply screened by the
surface charge [Fig. 2(b)]. This field behavior resembles

the penetration of a slowly varying electromagnetic wave
into the plasma in classical electrodynamics.
The overall action of electric and magnetic fields on

axially moving relativistic particles is characterized by the
wakefield potential Φ (Fig. 5), which has an off-axis slowly
varying spike, i.e., the potential well for electrons. The
spike is located exactly at the plasma boundary, so its
location can be controlled by changing the plasma radius.
The height of the off-axis spike is comparable with on-axis
potential oscillations caused by residual plasma wakefields
[Fig. 5(b)]. However, the energy stored in slowly varying
fields is much greater than that in plasma oscillations due to
the geometrical factor (since the off-axis area is larger).
The energy balance in the system can be quantitatively

describedbytheenergyfluxΨ in the light-velocity frame[42]:

Ψ ¼
Z

∞

0

�X
j

mjc2ðγj − 1Þðc − vj;zÞ þ
c
8π

ðE2 þ B2Þ

−
c
4π

ðErBφ − EφBrÞ
�
2πrdr; (4)

where mj, ~vj, and γj are the mass, velocity, and relativistic
factor of individual plasma particles; the sum is over plasma
particles in a unit volume. The energy fluxΨ changes as the
current jbz of the proton beam works against the wakefield:

∂Ψ
∂τ ¼ −c

Z
∞

0

jbzEz2πrdr − cQ; (5)
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FIG. 3 (color online). Energy of plasma electrons versus their
radial position (dots) and the radial dependence of the electro-
static potential WrðrÞ (red line) at the stage of established
equilibrium (τ ¼ 1120ω−1

p , z ¼ 4 m). The vertical black line
shows the plasma boundary.
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FIG. 4 (color online). Period-averaged velocity of plasma
electrons at z ¼ 4 m. The horizontal dashed line shows the
plasma radius.
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FIG. 2 (color online). Time dependence of the wakefield
amplitude for (a) finite-radius and infinite plasmas, the spatial
distribution of (b),(c) the period-averaged radial electric field
hEri and (d),(e) the azimuthal magnetic field hBϕi, and (f),(g)
trajectories of selected plasma electrons in the comoving window
at the stage of the fully modulated beam (at z ¼ 4 m) for (b),(d),
(f) finite-radius and (c),(e),(g) infinite plasmas. In pictures (f) and
(g), one trajectory is shown in blue (darker), while the others are
shown in green (lighter). The horizontal dashed lines in (b) and
(d) show the plasma radius. The narrow rectangle in (f) shows the
area characterized in Fig. 3.
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where Q is the power absorbed by a unit length of the wall.
Analyzing different terms in Eq. (4) allows us to separate the
energy accumulated in particles and fields.We can find that in
the finite-radius plasma, 82% of the energy left by the driver
remains in the plasma; 17% remains in the fields, and 65%
remains in the motion of plasma electrons. In contrast, in the
infiniteplasma,about15%oftheenergyremains in theplasma
after wave breaking and only 5% is the field energy. The latter
number gives us the estimate for the energy that remains in
residual wakefields (∼10%), as the field energy is approx-
imately half of the plasma wave energy. In the above energy
balances, the energy is lost to the walls. Other loss mecha-
nisms such as radiative losses and the ionization of neutral
particles are small and not taken into account.
The lifetime of the formed field structure can be limited

either by ion motion or by ionization of the surrounding
gas. The time it takes for the electric field to displace a
plasma ion of the mass Mi is of the order of

τion ¼ ω−1
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MiE0=ðmhEriÞ

p
(6)

or 1.2 ns (300 wave periods) for the considered plasma and
hEri ¼ 0.05E0. After that time, ion motion comes into play

and takes the energy from fields and hot electrons in a way
similar to the target normal sheath acceleration mechanism.
The ionization time is determined by the cross section of

electron impact ionization. For the lower estimate of the
electron energy (1 keV), typical values of the ionization
cross section σi range from 15 Å2 for hydrogen and
helium to several Å2 for heavier elements [43]. For the
rubidium plasma (σi ≈ 1.5 Å2 [44]), this corresponds to the
mean free path λi ¼ 1=ðnσiÞ ∼ 10 cm and ionization time
∼5 ns. Since, for nonrelativistic electrons with energies
WE ≫ 100 eV, the ionization cross section scales as W−1

E
[45] and most outer electrons have energies well above
1 keV (Fig. 3), the average ionization time is even longer
and much longer than the ion response time. Thus, the
lifetime of the slowly varying fields is determined by ion
motion and is as long as hundreds of plasma periods.
The physical effects responsible for the formation of

slowly varying electromagnetic fields and the cloud of
hot electrons are not specific to proton drivers and can also
be reproduced with a simpler setup. To illustrate this,
we simulate long-term evolution of the wakefields created
by a short laser pulse in a hydrogen plasma of the radius
rp ¼ 3.5c=ωp. The pulse shape is defined by the normal-
ized vector potential ~a ¼ e~A=ðmc2Þ squared:

jaj2 ¼ a20e
−r2=σ2r

2

�
1þ cos

� ffiffiffi
π

p
cðτ − τcÞ
σz

ffiffiffi
2

p
��

; (7)

jτ − τcj < σz
ffiffiffiffiffiffi
2π

p
=c;

with a0 ¼ 5, σr ¼ c=ωp, σz ¼
ffiffiffi
2

p
c=ωp, and τc ¼ 3.55ω−1

p .
The wall is located at rmax ¼ 40c=ωp.
All the above discussed features are reproduced with this

driver, namely, a slowly varying radial electric field around
the plasma (∼0.5E0), a slowly varying azimuthal magnetic
field penetrating outer plasma layers (also∼0.5E0), a smooth
hill of the wakefield potential (Fig. 6), and a cloud of hot
electrons around the plasma. The energy balance here is the
following: 80% of the energy delivered by the driver remains
with the plasma, 13% remains in the electromagnetic fields,
and 67% is the kinetic energy of plasma particles.
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FIG. 5 (color online). The wakefield potential at z ¼ 4 m:
(a) the period-averaged slowly evolving part and (b) the
one-period fragment showing the oscillating part.
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To conclude, we discovered that the energy stored in the
plasma in the form of a high-amplitude plasma wave is
eventually converted to the thermal energy of a small
fraction of plasma electrons. If the plasma has a finite
radius, then most of this energy remains near the plasma,
since fast electrons create a strong charge-separation
electric field and are kept by this field around plasma
ions. Because of the specific nature of wave breaking, a
strong azimuthal magnetic field also appears around the
plasma. The tubular potential well (or hill) associated with
these fields may find use for focusing, concentrating, or
scattering relativistic particles. The location of the potential
spike can be controlled by changing the plasma radius as
the two coincide. Perhaps, further optimization for a
particular need may result in even stronger or smoother
fields or higher efficiency of the energy transfer from the
drive beam to the slowly varying field structure.
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