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We demonstrate the first implementation of polarization encoding measurement-device-independent
quantum key distribution (MDI-QKD), which is immune to all detector side-channel attacks. Active phase
randomization of each individual pulse is implemented to protect against attacks on imperfect sources. By
optimizing the parameters in the decoy state protocol, we show that it is feasible to implement polarization
encoding MDI-QKD with commercial off-the-shelf devices. A rigorous finite key analysis is applied to
estimate the secure key rate. Our work paves the way for the realization of a MDI-QKD network, in which
the users only need compact and low-cost state-preparation devices and can share complicated and
expensive detectors provided by an untrusted network server.
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Quantum key distribution (QKD) allows two parties,
normally referred to as Alice and Bob, to generate a private
key even in the presence of an eavesdropper, Eve [1]. With
perfect single photon sources and perfect single photon
detectors, the security of QKD is guaranteed by quantum
mechanics. However, such perfect devices are not available
today and the security of QKD cannot be guaranteed in a
real life implementation. For example, attenuated coherent
laser pulses are commonly used in practical QKD setups,
which makes the QKD system vulnerable to a photon-
number-splitting attack. Fortunately, it has been shown that
the unconditional security of QKD can still be assured with
phase randomized weak coherent pulses [2]. Furthermore,
by applying decoy state techniques [3], secure key rates can
be dramatically increased in practical implementations [4].
Nonetheless, other imperfections in practical QKD systems
still present loopholes that can be exploited by Eve to steal
the secret key [5,6]. We remark that most of the identified
security loopholes are due to imperfections in detection
systems [5].
Much effort has been put towards building loophole-free

QKD systems with practical devices. Nonetheless, existing
approaches such as security patches [7] and device-
independent QKD (DI-QKD) [8] are either ad hoc or are
impractical with current technology due to their extremely
low key rates [9].
Fortunately, measurement-device-independent QKD

(MDI-QKD), which removes all loopholes in detectors
[10], has been proposed as an alternative solution.
Although in MDI-QKD, the assumption of almost-perfect
state preparation cannot be removed, finite basis-dependent
flaws can be tolerated and taken care of [11] using the
quantum coin idea [2]. A typical (polarization encoding)
MDI-QKD setup is illustrated in Fig. 1.

Proof-of-principle demonstrations of MDI-QKD with
time-bin encoding [12] and polarization encoding [13] have
been reported. In these two demonstrations, two-photon
interference between two independent sources over long
optical fibers were demonstrated, bringing the practical
application of MDI-QKD a step closer. However, these two
demonstrations did not really distribute random key bits
between two parties, and thus were not full MDI-QKD
demonstrations. Additionally, phase randomization of
weak coherent pulses [14], a crucial assumption in the
security proofs of decoy state QKD [3], was neglected in
these two demonstrations, leaving the systems vulnerable
to attacks on the weak coherent sources [15]. A full
demonstration of time-bin phase encoding MDI-QKD
was reported in Ref. [16].

FIG. 1 (Color online) (color online). A typical MDI-QKD
setup. Alice and Bob send out polarization encoded weak
coherent pulses (with decoy states) to Charlie or Eve, who is
supposed to perform partial Bell state measurements (BSMs) and
broadcast the BSM results to Alice and Bob. A partial BSM can
be realized using a beam splitter (BS), polarizing beam splitters
(PBSs), and single photon detectors.
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Despite the above demonstrations showing that
MDI-QKD is a promising solution to the security problems
of practical QKD, there are a few questions to be answered
regarding the practical implementation of MDI-QKD. First,
the only full demonstration of MDI-QKD in Ref. [16]
utilized expensive and specialized up-conversion single
photon detectors, which are currently only available to a
handful of research groups and not yet commercially
available. This has raised some concerns on the practicality
of MDI-QKD [17]. Second, a full demonstration of
polarization encoding MDI-QKD with rigorous finite-
key analysis is still missing. While phase or time-bin
encoding is preferred in the conventional BB84 protocol
to avoid the problem of random birefringence fluctuations
in optical fibers, polarization management is still required
in time-bin encoding MDI-QKD in order to maintain
polarization indistinguishability [12,16]. On the other hand,
it is easier to implement polarization encoding as it does not
require maintaining interferometric stability that would be
necessary in time-bin encoding. Therefore polarization
encoding may be more favourable when implementing
MDI-QKD in a network setting in the future, as it can
simplify setups of the end users. Polarization encoding is
also a common choice in free-space QKD, especially
ground-to-satellite QKD.
In this Letter, we report an experimental demonstration

of polarization encoding MDI-QKD with active phase
randomization over 10 km of a telecom single-mode fiber.
Key bits, bases, and pulse intensities are randomly chosen
as required in a true QKD demonstration, and a rigorous
finite key analysis is performed to evaluate the key rate.
Experimental parameters (intensities and probability

distributions of signal and decoy states) are optimized
numerically. Our demonstration employs only standard
off-the-shelf components, implying that MDI-QKD is
compatible with today’s technology. We also present a
systematic method to align polarization reference frames
between two separate parties, which is challenging in a
fiber-based QKD system.
We implement MDI-QKD with two decoy states over

10 km of telecommunication fiber. We perform a numerical
simulation to optimize the performance [18]: average photon
numbers are chosen to be μ ¼ 0.3 for the signal state,
ν ¼ 0.1 and ω ¼ 0.01 for the two decoy states; the ratio
of the numbers of pulses sent out with intensities μ, ν, and ω
is set to be 4∶9∶7. Details of the numerical simulation and
optimization can be found in the Supplemental Material
[19]. Active phase randomization is implemented to defend
against attacks on the imperfect weak coherent sources.
Figure 2(a) shows the schematic of our polarization

encoding MDI-QKD experiment. Alice and Bob each
possess a cw frequency-locked laser (Clarity-NLL-1542-
HP, wavelength ∼1542 nm). The laser light is attenuated
and modulated by a LiNbO3 intensity modulator (IM) to
generate weak coherent pulses at a repetition rate of
500 kHz. The global phase of each pulse is modulated
by a phase modulator (PM), which is driven by a 12-bit
arbitrary waveform generator (labelled as RNG) that
outputs random voltages uniformly distributed between 0
and 2Vπ . Therefore, the phase of each pulse is randomized
in the range of ½0; 2π�. To implement the decoy state
protocol, intensities of the pulses are randomly modulated
by an acousto-optic modulator (AOM) to generate signal
and decoy states.

FIG. 2 (Color online) (color online). (a) Experimental setup of polarization encoding MDI-QKD. Alice and Bob prepare phase
randomized weak coherent pulses with attenuators (Attn), intensity modulators (IM) and phase modulators (PM). Decoy states are
prepared by acousto-optic modulators (AOM) and key bits are encoded using polarization modulators (Pol-M). Pulses are sent to Charlie
for Bell state measurements. A coincidence between two single photon detectors (SPDs) indicates a successful projection into the jψþi
state. Abbreviations of other components: PC, polarization controller; Electrical PC: electrical polarization controller; PG, electrical
pulse generator; RNG, random number generator; DG, delay generator; BS, beam splitter; PBS, polarizing beam splitter; TIA,
time interval analyzer. (b) Schematic of the polarization modulator: CIRC, optical circulator; PM, phase modulator; FM, Faraday mirror.
See the text for details.
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Key bits are encoded into polarization states of weak
coherent pulses by a polarization modulator (Pol-M),
whose design is proposed in Ref. [20]. The schematic of
the polarization modulator, consisting of an optical circu-
lator, a phase modulator, and a Faraday mirror, is shown in
Fig. 2(b). Optical pulses are launched via the optical
circulator into the phase modulator with polarization at
45° from the optical axis of the phase modulator’s wave-
guide. By modulating the relative phase Δϕ between the
two principal modes of the waveguide, four BB84 polari-
zation states can be generated: horizontal H (Δϕ ¼ 0),
vertical V (Δϕ ¼ π), left-hand circular L (Δϕ ¼ π=2), and
right-hand circular R (Δϕ ¼ −π=2). The first two form the
rectilinear (Z) basis and the latter two form the circular (X)
basis. Polarization mode dispersion and temperature-
induced variation of polarization states inside the Pol-M
setup can be compensated when pulses are reflected by a
Faraday mirror with a 90° rotation in polarization, thus
achieving stable polarization modulation.
Alice and Bob need to have a shared polarization

reference frame. They first use polarization controllers to
align their rectilinear polarization states to the polarizing
axes of Charlie’s polarizing beam splitter. Alice’s horizon-
tal polarization state is also aligned to either the fast or
slow axis of a fiber squeezer in the electrical polarization
controller. A dc voltage is applied on this squeezer to
change the phase retardation between the fast and slow
components. This is equivalent to a unitary transformation
where Alice’s rectilinear polarization states remain
unchanged, while the circular polarization states are rotated
about the H-V axis on the Poincaré sphere. The voltage is
adjusted such that their circular bases are aligned.
The misalignment is around 1% in our experiment.

The polarization can remain stable for more than one hour,
and is realigned every hour during the experiment. More
details of the polarization alignment and stability are given
in the Supplemental Material [19].
All the PMs, AOMs, and Pol-Ms are independently

driven by random number generators (function generators
with prestored random numbers [21] generated by a
quantum random number generator [22]). An electrical
delay generator (DG) located in Charlie’s setup synchro-
nizes all the RNGs and the electrical pulse generators (PGs)
driving the IMs. A synchronization clock signal can be sent
through the fiber using wavelength division multiplexing
[23] in future field implementations of MDI-QKD.
In this experiment, it is critical to assure that the weak

coherent pulses independently prepared by Alice and Bob
are indistinguishable at Charlie’s beam splitter in terms of
spectrum and arrival time. We solve this problem by using
two frequency-stabilized lasers, whose wavelengths are
independently locked to the P16 line of a C13 acetylene gas
cell (integrated in each laser by the manufacturer) at around
1542.38 nm. This guarantees the frequency difference
between Alice’s laser and Bob’s laser is within 10 MHz,

while the temporal width of the pulse is about 1 ns
(FWHM), corresponding to a bandwidth of about
1 GHz. Note that frequency locking to other telecom
wavelengths is feasible: absorption lines of hydrogen
cyanide cover the entire C band from 1530 to 1560 nm
[24], and absorption lines of carbon monoxide covers the L
band from 1560 to 1630 nm [25]. The arrival time of the
pulses can be independently controlled by the DG with a
resolution of 50 ps, and the timing jitter of the electronic
devices is about 100 ps (rms). Therefore, we can guarantee
that the two independently prepared pulses have sufficient
overlap in both time and spectrum.
Alice andBob send their pulses through a 5 km fiber spool

to Charlie, who performs Bell state measurements on the
incoming pulses. Charlie’s measurement setup consists of a
50∶50 beam splitter (BS), a polarizing beam splitter (PBS),
and two commercial InGaAs=InP single photon detectors
(SPDs, detection efficiency ∼10%, dead time ¼ 25 μs,
dark count probability per gate ∼5 × 10−5). Because of
the limited number of available detectors, we choose to
detect photons at the outputs of one PBSonly. A coincidence
between these two detectors (defined as when both SPDs
click within 10 ns, measured by a time-interval analyzer,
TIA) in this setup corresponds to a successful projection into
the triplet state jψþi ¼ 1=

ffiffiffi

2
p ðjHVi þ jVHiÞ.

A total number of N ¼ 1.69 × 1011 pulses are sent out in
the experiment. After that we perform key sifting, and
measure gains and quantum bit error rates (QBERs) with
different intensities in both bases from the sifted key. The
results are listed in Tables I and II. In MDI-QKD with weak
coherent pulses, measurements are taken in the rectilinear
basis, so QBERs in the rectilinear and circular bases are
asymmetric [10]. The QBERs in the rectilinear basis are
due to misalignment of polarization in the system, and
detectors’ dark counts. In an ideal case with no misalign-
ment and dark counts, EZ ¼ 0. Therefore, small QBERs
should be expected as long as polarizations are aligned
properly. On the other hand, due to multi-photon compo-
nents in weak coherent pulses, the QBERs in the circular
basis are higher. An erroneous projection onto the Bell state

TABLE I. Experimental values of gains QW
IAIB

(×10−4) with
intensities IA and IB in basisW ∈ fX; Zg. Errors shown represent
3 standard deviations.

Rectilinear (Z) basis Circular (X) basis

IA

IB μ ν ω μ ν ω

μ 0.466 0.160 0.0225 0.903 0.410 0.254
�0.005 �0.002 �0.0008 �0.006 �0.003 �0.003

ν 0.155 0.0531 0.0070 0.397 0.102 0.0312
�0.002 �0.0008 �0.0003 �0.003 �0.001 �0.0007

ω 0.0214 0.0067 0.0009 0.246 0.0317 0.0014
�0.0008 �0.0003 �0.0001 �0.003 �0.0007 �0.0001
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can occur if one user sends out a vacuum pulse and the
other sends out a pulse of two photons. In this case, a
successful projection onto the Bell state does not generate
any correlated key bit between Alice and Bob. A QBER of
25% in the circular basis is expected, even if there is no
misalignment or dark counts.
A lower bound of the secure key rate is given by [10]

R ≥ qfp11Y
Z;L
11 ½1 −HðeX;U11 Þ� −QZ

μμfðEZ
μμÞHðEZ

μμÞg; (1)

where q is the probability that both Alice and Bob send out
signal states in the Z basis; p11 ¼ μ2e−2μ is the conditional
probability that both Alice and Bob send out single photon
states given that they both send out signal states; fðEZ

μμÞ> 1

is the efficiency of error correction; HðxÞ ¼ −xlog2ðxÞ −
ð1 − xÞlog2ð1 − xÞ is the binary Shannon entropy; the gain
QZ

μμ and QBER EZ
μμ are measured directly from the sifted

key and given in Tables I and II; YZ;L
11 is a lower bound of

the yield of single photon states in the Z basis, and eX;U11 is
an upper bound of the QBER of single photon states in
the X basis. Both YZ;L

11 and eX;U11 are estimated using an
analytical method with two decoy states [18]. We take the
finite key effect [26] into account when estimating YZ;L

11 and
eX;U11 : considering 3 standard deviations, we find a lower
bound of the yield YZ;L

11 ¼ 4.1 × 10−4 and an upper bound
of the QBER eX;U11 ¼ 15.1%. Table III summarizes param-
eters used for key rate estimation. We can estimate that a
secure key of length L ¼ NR ¼ 1600 bits can be extracted.
The large phase error rate eX11 and low key rate is mostly

due to the relatively small data size and therefore large
statistical fluctuations in gains and QBERs shown in
Tables I and II. Furthermore, a relatively large portion of

the pulses are sent as decoy states and only 1% are pulses
that both Alice and Bob send out as signal states in the
rectilinear basis that can be used for key generation.
The key generation rate can be substantially improved by

increasing the repetition rate: first, more pulses can be sent
out in a reasonable time frame, leading to tighter bounds
in estimating YZ

11 and eX11; second, given a large data size,
we can reduce the portion of pulses sent as decoy states
and more pulses can be sent out in signal states for key
generation. The speed of our system is limited by the
performance of our SPDs. Our simulation [27] shows that,
with commercial single photon detectors gating up to
100 MHz, the key rate (with the finite key effect taken
into consideration) can be up to 1 kbps over 50 km of
optical fiber; moreover, by using state-of-the-art super-
conducting single photon detectors with over 90% quantum
efficiency [28], the key rate can be as high as 100 kbps.
Futhermore, by using four detectors rather than two, we can
get at least a fourfold increase in the key rate. With a larger
data size, more standard deviations can also be applied in
the statistical analysis, therefore a tighter security bound
can be achieved.
In summary, we have demonstrated the first polarization

encoding MDI-QKD experiment over 10 km of optical
fiber, with active phase randomization implemented to
defeat attacks on imperfect sources. Our work shows that,
with commercial off-the-shelf optoelectronic devices, it is
feasible to build a QKD system immune to detector side-
channel attacks. Our demonstration is a promising result
towards the realization of a detector side-channel-free
QKD network, in which users only need to possess handy
hardware to prepare polarization qubits. Our work can also
be extended to free space polarization encoding MDI-QKD
with an untrusted satellite in the future.
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