
High-Tc Superconductivity near the Anion Height Instability in Fe-Based
Superconductors: Analysis of LaFeAsO1−xHx

Seiichiro Onari,1 Youichi Yamakawa,2 and Hiroshi Kontani2
1Department of Applied Physics, Nagoya University, Furo-cho, Nagoya 464-8603, Japan

2Department of Physics, Nagoya University, Furo-cho, Nagoya 464-8602, Japan
(Received 7 December 2013; published 6 May 2014)

The isostructural transition in the tetragonal phase with a sizable change in the anion height, is realized in
heavily H-doped LaFeAsO and (La,P) codoped CaFe2As2. In these compounds, the superconductivity with
higher Tc (40–50 K) is realized near the isostructural transition. To find the origin of the anion-height
instability and the role in realizing the higher-Tc state, we develop the orbital-spin fluctuation theory by
including the vertex correction. We analyze LaFeAsO1−xHx and find that the non-nematic orbital
fluctuations, which induce the anion-height instability, are automatically obtained at x ∼ 0.5, in addition
to the conventional nematic orbital fluctuations at x ∼ 0. The non-nematic orbital order triggers the
isostructural transition, and its fluctuation would be a key ingredient to realize higher-Tc superconductivity
of order 50 K.
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The normal-state phase diagram of Fe-based supercon-
ductors is important to reveal the essential electronic states
and the mechanism of superconductivity. In many com-
pounds, the structure transition from tetragonal (C4) to
orthorhombic (C2) is realized at TS, and the antiferromag-
netic (AFM) order appears at TN below TS. The super-
conductivity is realized near the structural quantum critical
point (QCP) at TS ¼ 0 and/or the magnetic QCP at TN ¼ 0.
For example, the optimum Tc in FeSexTe1−x is realized
near the structural QCP at x ≈ 0.6 [1], whereas AFM order
is absent for x > 0.5.
To explain the C2 structure transition, both the spin-

nematic [2] and orbital-nematic [3–7] mechanisms have
been proposed. In the latter scenario, orbital-nematic order
is induced by spin fluctuations due to strong orbital-spin
mode coupling described by the vertex correction (VC) [6].
Both mechanisms can explain the shear modulus C66

softening [8,9]. The orbital mechanism would be consistent
with the large d-level splitting Eyz − Exz ∼ 500 K in the C2

phase [10,11] and with the large orbital susceptibility given
by Raman spectroscopy [12,13]. The nematic order is
observed by the magnetic torque measurements [14]. Since
the superconductivity is realized next to the orbital and spin
ordered phases, both fluctuations would be essential for the
pairing mechanism.
However, this is not the whole story of Fe pnictides: The

unique phase diagram of LaFeAsO1−xHx with double-
dome superconducting phase [15,16] attracts great atten-
tion. The second superconducting dome (x ≥ 0.2) is next to
the “C4 isostructural phase transition” with sizable change
in the c-axis length (or anion height) for 0.45 < x < 0.5
[17,18]. (The c-axis length is unchanged in the C2 structure
transition at x ∼ 0.) Similarly, high-Tc (∼50 K) super-
conductivity is realized near the “collapsed C4 phase” in

rare-earth doped CaFe2As2 [19,20]. In (La,P) codoped
CaFe2As2, a higher-Tc state is realized near the anion-height
instability, whereas it avoids the AFM phase as clearly shown
in Refs. [19,20]. These experiments strongly indicate that the
anion-height instability is a key ingredient for higher-Tc
superconductivity of order 50 K. The authors in Ref. [21]
discussed that the C4 phase in ðBa;NaÞFe2As2 originates
from the C4 magnetic order. However, stripe magnetic order
(¼ C2 symmetry) is realized in LaFeAsO1−xHx at x ∼ 0.5
[17], which indicates small spin-lattice coupling.
In this Letter, we discuss the origin of the anion-height

instability and its role of higher-Tc superconductivity.
For this purpose, we study LaFeAsO1−xHx (x ¼ 0 ∼ 0.5)
by calculating both the VC and the self-energy Σ self-
consistently. By this “self-consistent VCþ Σ (SC-VCΣ)
method,” we obtain the non-nematic orbital orderO3z2−r2 at
x ∼ 0.5. This order parameter couples to the anion-height
change and triggers the C4 isostructural transition, which
cannot be explained by the spin-fluctuation theories
without the VC [22–24]. We also find that the orbital-
fluctuation-mediated s-wave state is stabilized by including
the VC for the gap equation, which is dropped in conven-
tional Migdal-Eliashberg theory. The present study reveals
that multiple kinds of orbital fluctuations play significant
roles in Fe-based superconductors.
Figure 1(a) shows the phase diagram of LaFeAsO1−xHx:

We propose that the charge quadrupole order O3z2−r2 ≡
1
2
ðnxz þ nyzÞ − nxy (Ox2−y2 ≡ nxz − nyz) appears at x ∼ 0.5

(x ∼ 0). The softening of the longitudinal modulus along
the c axis C33 observed in under- and overdoped
BaðFe1−xCoxÞ2As2 [25] indicates that O3z2−r2 quadrupole
fluctuations exist in various Fe-based compounds.
The tight-binding model of LaFeAsO1−xHx for 0 ≤ x ≤

0.5 was introduced by the present authors in Ref. [15]. The
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Fermi surfaces (FSs) for x ¼ 0.1 and 0.4 are shown in
Figs. 1(b) and 1(c), respectively. The intraorbital nesting
and interorbital one are the driving forces of the magnetic
and orbital fluctuations, respectively. We analyze the
multiorbital Hubbard model with intra- (inter)orbital inter-
action U (U0) and the exchange interaction J under the
constraintU ¼ U0 þ 2J, assuming uniform states. Electronic
phase separation due to the imperfect nesting is discussed
in Ref. [26].
Here, we denote d3z2−r2 , dxz, dyz, dxy, dx2−y2 orbitals as

1,2,3,4,5. The FSs are mainly composed of 2,3,4 orbitals.
The charge (spin) susceptibility χ̂cðsÞðqÞ is given in the
52 × 52 matrix form in the orbital basis as follows:

χ̂cðsÞðqÞ ¼ Φ̂cðsÞðqÞ½1 − Γ̂cðsÞΦ̂cðsÞðqÞ�−1; (1)

where q ¼ ðq;ωlÞ and Φ̂cðsÞðqÞ ¼ χ̂ð0ÞðqÞ þ X̂cðsÞðqÞ:
χ̂ð0ÞðqÞ is the bubble susceptibility with self-energy cor-
rection, and X̂cðsÞðqÞ is the VC for charge (spin) channel.
Γ̂cðsÞ is the matrix form of the bare Coulomb interaction for
the charge (spin) sector [27]. In the original SC-VCΣ
method, the VC is given by the Maki-Thompson and
Aslamazov-Larkin (AL) terms, which are the first- and
second-order terms, respectively, with respect to χ̂c;s. Since
X̂c ≫ X̂s near the QCP, we put X̂sðqÞ ¼ 0 and calculate only
the AL term for X̂cðqÞ self-consistently. Its justification is

verified in Refs. [6,28] and also confirmed by the recent
renormalization group study [29].
The charge (spin) Stoner factor αcðsÞ is given by the

maximum eigenvalue of Γ̂cðsÞΦ̂cðsÞðqÞ in Eq. (1), and
αcðsÞ ¼ 1 corresponds to the orbital (spin) order. Although
the relation αs ≫ αc is satisfied within the RPA for J > 0, the
opposite relation can be realized if the VC is taken into
account beyond the RPA. Here, we introduce the quadrupole
susceptibilities:

χQγ ðq;ωlÞ ¼
X

l;l0;m;m0
Ol;l0

γ χcl;l0;m;m0 ðq;ωlÞOm0;m
γ ; (2)

where γ ¼ x2 − y2, 3z2 − r2, xz, yz, xy represents the
quadrupole [30]. Then, χQ

x2−y2ðqÞ ≈ χc2;2;2;2ðqÞ þ χc3;3;3;3ðqÞ−
2χc2;2;3;3ðqÞ and χQ

3z2−r2ðqÞ ≈ χc4;4;4;4ðqÞ −
P

l¼2;3χ
c
l;l;4;4ðqÞþP

l;m¼2;3χ
c
l;l;m;mðqÞ=4.

Now, we study the tight-binding Hubbard models
of LaFeAsO1−xHx based on the SC-VCΣ method, in
which both the VC and the one-loop self-energy Σ̂ are
calculated self-consistently. By this method, the mass-
enhancement factor for the l orbital is given as 1=zl ¼
1 − RedΣlðk;ωÞ=dωjω¼0, and we obtain 1=zl ¼ 3–5 for
l ¼ 2–4 and 1=z4 > 1=z2;3 in LaFeAsO1−xHx. The
expressions of the VC and Σ̂ are explained in Ref. [31]
in detail. Hereafter, we fix the parameters J=U ¼ 0.14 and
T ¼ 0.05 eV, and the unit of energy is eV.
Figure 2 shows the largest two static quadrupole sus-

ceptibilities χQγ ðqÞ for Fig. 2(a) x ¼ 0 and Fig. 2(b) x ¼ 0.4,
respectively. For each x, the relations αc ¼ 0.97 and ac >
αs ∼ 0.9 are satisfied consistently with the relation TS >
TN . At x ¼ 0 in Fig. 2(a), we obtain the strong develop-
ments of χQ

x2−y2ð0Þ and χQxzðQÞ, similar to the previous

FIG. 1 (color online). (a) Schematic phase diagram of
LaFeAsO1−xHx. We predict that non-nematic O3z2−r2 (nematic
Ox2−y2 ) charge quadrupole order emerges in the C4 (C2) phase.
(b),(c) FSs at x ¼ 0.1 and x ¼ 0.4 [22]. e-FS is the electron
pocket and h-FS3 (h-FS1; 2) is the hole pocket composed of the
dxy (dxz; dyz) orbital.
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FIG. 2 (color online). χQγ ðqÞ at zero frequency obtained by the
SC-VCΣ method: (a) γ ¼ x2 − y2 and γ ¼ xz for x ¼ 0
(U ¼ 2.06) and (b) γ ¼ 3z2 − r2 and γ ¼ x2 − y2 for x ¼ 0.4
(U ¼ 1.68). Note that χQxzðqx; qyÞ ¼ χQyzðqy; qxÞ. Similar results
are obtained by the SC-VC method [32].
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SC-VC analysis [6]. The divergence of χQ
x2−y2ð0Þ causes the

C2 structure transition. In addition, large antiferro-orbital
fluctuations are induced by the cooperation of the VC and
the good interorbital nesting between the e-FS and h-FSs
[6]. The shear modulus C66 ∝ 1 − gx2−y2χ

Q
x2−y2ð0Þ reaches

zero even if χQ
x2−y2ð0Þ in the SC-VCΣ method is finite,

where gx2−y2ð≪ 1Þ is the quadrupole interaction due to the
acoustic phonon [33].
At x ¼ 0.4 in Fig. 2(b), in contrast, we obtain the large

peak of χQ
3z2−r2ð0Þ due to the VC. Since its divergence

induces the change in the ratio nxy=nxz while keeping

nxz ¼ nyz, the obtained large χQ
3z2−r2ð0Þ gives the non-

nematic (C4) orbital fluctuations and anion-height instability.
In addition, large antiferro-orbital fluctuations χQx2−y2ðQÞ are
also induced by the VC. It is noteworthy that a strong
interorbital charge transfer from in-plane to out-of-plane
orbitals is observed in Co-doped BaFe2As2 [34].
Here, we try to understand the orbital-spin mode

coupling due to the AL term in terms of the localized
picture U ≫ Wband: First, we introduce the Kugel-
Khomskii (KK)-type orbital-dependent exchange interac-
tion [35] between the nearest-neighbor dxz; dyz orbitals,
H0 ∼ Jð1Þ

P
NN
hi;jiðsi · sjÞðnixznjxzδi−j;ð�1;0Þ þ niyzn

j
yzδi−j;ð0;�1ÞÞ,

as shown in Fig. 3(a). Note that Jð1Þ ∼ 2t2=U. Because
of this orbital-spin coupling term, if the AFM order with
Q ¼ ðπ; 0Þ is realized, the electrons at each site will occupy
the dxz orbital, as shown in Fig. 3(a). That is, the AFM
order or fluctuations induce the C2 orbital order (nxz ≠ nyz)
or fluctuations and vice versa. Next, we consider the single
dxy-orbital model with the nearest- and next-nearest-neighbor

exchange interactions: H″ ∼ Jð1Þxy
P

NN
hi;jiðsi · sjÞðnixynjxyÞþ

Jð2Þxy
P

NNN
hi;ji ðsi · sjÞðnixynjxyÞ. When Jð2Þxy > 1

2
Jð1Þxy , the Q ¼

ðπ; 0Þ AFM state in Fig. 3(b) appears due to the
“order-by-disorder” mechanism [36].
Now, we consider the three-orbital model H0 þH″:

When Jð2Þxy ≫ Jð1Þ, the ferro-orbital polarization nxy ≫
nxz ¼ nyz with AFM order shown in Fig. 3(b) would be
realized to gain the exchange energy. In this case, the AFM
order or fluctuations induce non-nematic C4 orbital order
or fluctuations and vice versa. This case corresponds to
x ∼ 0.5 with strong dxy-orbital spin fluctuations. Thus, the
KK-type spin-orbital coupling is understandable in terms of

the weak-coupling approach by including the AL term. The
strong-coupling approaches are useful to understand the
ordered phases [37].
We also discuss why the VC induces the C4 (C2) order

at x ¼ 0.5 (x ¼ 0) analytically: When spin fluctuations
develop mainly in the l orbital, the charge AL term
Xc
l;l;l;lð0Þ ∼ T

P
kfχsl;l;l;lðkÞg2 becomes large [6,28]. Now,

we analyze χQγ ð0Þ by inputting only three irreducible

susceptibilities Φc
l ≡ χð0Þl;l;l;lð0Þ þ Xc

l;l;l;lð0Þ (l ¼ 2–4) into
Eq. (1). For J ¼ 0, for simplicity, we obtain [28,32]

χQ
x2−y2ð0Þ ¼ 2Φc

2ð1 − UΦc
2Þ−1; (3)

χQ
3z2−r2ð0Þ ¼ bð1 − aUΦc

4Þ−1; (4)

where a≡ð5UΦc
2−1Þ=ð3UΦc

2þ1Þ and b∼ð5UΦc
4þ1Þ2=

16U2Φc
4 near the QCP. In the case of Φc

2 ¼ Φc
3 >

aΦc
4, then χQ

x2−y2ð0Þ is the most divergent. In the opposite

case, χQ
3z2−r2ð0Þ is the most divergent if a is positive. At

x ∼ 0.4, h-FS1 and h-FS2 almost disappear as shown in
Fig. 1(c), so dxy-orbital spin fluctuations become dominant
[22]. For this reason, at x ∼ 0.4, the O3z2−r2 order and
anion-height instability are driven by Φc

4 due to strong
dxy-orbital spin fluctuations.
Now, we study the superconductivity due to orbital and

spin fluctuations based on the SC-VCΣ method. In almost
all previous studies, the VC for the gap equation (Δ-VC)
had been dropped. In strongly correlated systems, however,
Δ-VC could be quantitatively important since Migdal’s
theorem is not valid anymore. Since the AL-type VC for
χQγ ðqÞ is very large, Δ-VC due to the AL-type diagram
should be significant. Here, we solve the following gap
equation in the orbital basis by taking theΔ-VC into account:

λEΔl;l0 ðkÞ ¼ −T
X

q;mi

Vl;m1;m4;l0 ðk; qÞGm1;m2
ðqÞ

× Δm2;m3
ðqÞGm4;m3

ð−qÞ; (5)

where λE is the eigenvalue, Δl;l0 ðkÞ is the gap function, and
Gl;l0 ðqÞ is the Green function with self-energy. The pairing
interaction Vl;m1;m4;l0 ðk; qÞ is given as

V̂ðk; qÞ ¼ 3

2
Λ̂sðk; qÞΓ̂sχ̂sðk − qÞΓ̂sΛ̂0sð−k;−qÞ

−
1

2
Λ̂cðk; qÞΓ̂cχ̂cðk − qÞΓ̂cΛ̂0cð−k;−qÞ þ Vð1Þ;

(6)

where Λ̂cðsÞðk; qÞ is the vertex for the charge (spin) channel

shown in Fig. 4(a), Λ0cðsÞ
l;l0;m;m0 ðk; qÞ ¼ ΛcðsÞ

m0;m;l0;lðk; qÞ, and

Vð1Þ ¼ 1
2
ðΓ̂s − Γ̂cÞ ∼U. To be consistent with the SC-VCΣ

method, we calculate the AL-type contribution to Λ̂cðk; qÞ
given in Fig. 4(b), whereas we put Λ̂sðk; qÞ ¼ 1̂.

dxz dxy

Jxy

J

Jxy

FIG. 3 (color online). (a) Localized (dxz; dyz)-orbital model
with KK coupling. (b) Localized dxy-orbital model with Heisen-
berg coupling. Here, the occupied orbitals are shown.
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To study the superconducting state for x ¼ 0–0.5, we
introduce ŪðxÞ by the linear interpolation between Uc ¼
2.06 at x ¼ 0 and Uc ¼ 1.55 at x ¼ 0.5, as done in
Ref. [22]. The obtained ŪðxÞ decreases with x, which will
be given by the change in the Kanamori screening, which is
dropped in the present one-loop Σ. In fact, the density
of states at the Fermi level Nð0Þ increases by 30% by
changing x from 0 to 0.5. In contrast, ŪðxÞ is a strong
increasing function in the rigid band approximation [22].
Figure 4(c) shows the obtained x dependence of the αc;s and
λE for J=U ¼ 0.14 by using U ¼ ŪðxÞ. The large αc at
x ¼ 0 and that at x ¼ 0.5 explain the experimentalC2 andC4

structure transitions of LaFeAsO1−xHx. The eigenvalue λE
approximately follows αc and shows two peaks near the C2

and C4 structure transition points, due to the strong orbital
fluctuations. SinceTc is suppressed by the structure transition,
the obtained x dependence of λE would be consistent with
the double-dome Tc. In contrast, single-dome Tc is obtained
in the FLEX approximation in the present model [32].
Figures 4(d)–4(f) show the gap functions multiplied by zl

in the band basis for x ¼ 0, 0.14, and 0.4, respectively. At
x ∼ 0 and 0.4, approximate sþþ-wave states are obtained as
shown in Figs. 4(d) and 4(f), due to the strong orbital
fluctuations. At x ∼ 0.4, the gap structure is fully gapped,

whereas the gap on the e-FS is nodal at x ∼ 0 due to the
competition (cooperation) of orbital and spin fluctuations [38].
These sþþ-typegap structures are realizedby taking theΔ-VC
into account beyond Migdal’s theorem, since the attractive
interaction due to χ̂c in Eq. (6) is multiplied by jΛ̂cðk;qÞj2≫1
[6,31]. [The Δ-VC can overcome the factor 3 for the spin
channel in Eq. (6) that favors the s� state.] The sþþ state
is realized against the strong Coulomb repulsion due to the
retardation effect, since the energy scale of orbital fluctua-
tions is ∼T. The sþþ state is consistent with the robustness
of Tc against the randomness in Fe pnictides [39–44].
Figure 4(e) shows the gap functions for x ¼ 0.14.

Although the spin fluctuation is stronger because of the
relation αc ≪ αs, the obtained gap structure is very differ-
ent from the so-called s�-wave state [45–47], in which the
gaps of the three hole-FSs are the same in sign. This gap
structure is induced by the cooperation of the “attractive
interaction between h-FS3 and e-FS” due to orbital
fluctuations and “repulsive interaction between h-FS1; 2
and e-FS” due to spin fluctuations [31]. This gap structure
may easily change to the sþþ-wave state by introducing a
small amount of impurities and e-ph interaction [42].
We also performed the similar analysis for

SmFeAsO1−xHx, which shows the single-dome Tc by
constructing the first-principle tight-binding models. In
Sm compounds, h-FS3 is very large due to the higher
anion height [48], and the inter- and intraorbital nesting are
improved. Since the strong orbital fluctuations appear even
at x ∼ 0.2, λE of SmFeAsO1−xHx becomes larger, as shown
in the inset of Fig. 4(c), and the single-dome Tc structure
is well reproduced. This result indicates the importance of
the dxy-orbital FS to realize higher Tc.
In summary, we studied the phase diagram of

LaFeAsO1−xHx using the SC-VCΣ method and predicted
that the non-nematic O3z2−r2 order triggers the new C4

isostructural transition at x ∼ 0.5 [17]. Also, we obtained
the approximate sþþ-wave gap structure due to orbital
fluctuations for both x≳ 0 and x≲ 0.5 by taking the Δ-VC
into account. The switch of the dominant quadrupole
fluctuations in Fig. 2 gives the minimum structure of Tc
around x ∼ 0.2. The non-nematic orbital fluctuations will
be a key ingredient in realizing high Tc (∼50 K) in
H-doped La1111, Sm1111, as well as Ca122.
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