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We show that electron- and hole-doped BaFe2As2 are strongly influenced by a Mott insulator that would
be realized for half-filled conduction bands. Experiments show that weakly and strongly correlated
conduction electrons coexist in much of the phase diagram, a differentiation which increases with hole
doping. This selective Mottness is caused by the Hund’s coupling effect of decoupling the charge
excitations in different orbitals. Each orbital then behaves as a single-band doped Mott insulator, where the
correlation degree mainly depends on how doped is each orbital from half filling. Our scenario reconciles
contrasting evidences on the electronic correlation strength, implies a strong asymmetry between hole and
electron doping, and establishes a deep connection with the cuprates.
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High-Tc superconductivity is the most spectacular exam-
ple of a wide palette of unconventional behaviors induced
by electronic correlations. The latter are indeed identified
as the origin of both the Mott insulating parent compound
and of the superconducting pairing in the cuprates. In this
light, the question of the correlation strength in iron
superconductors [1], the runner-up materials in terms of
Tc (up to 57 K), is crucial and remains to be clarified.
Despite a bad metallic conductivity and many other
unconventional properties [2,3], experiments have hardly
detected any general direct signature of strong local
interactions such as a Hubbard band [4] and have instead
reported an overall fair agreement with density functional
theory (DFT) predictions and assessed the local screened
Coulomb repulsionU in the d orbitals to be smaller than the
total width of the conduction bands W ∼ 4 eV. This led to
theories starting either from the weak-coupling [5] or from
the strong-coupling [6] pictures.
On the other hand, it has been emphasized early on that

[7] that Hund’s coupling J plays a major role in determin-
ing the degree of correlations in these materials. This term,
which favors high-spin configurations on each atom, is
consistently estimated to be ∼0.3 to 0.6 eV (in standard
Kanamori notation) both theoretically and experimentally.
On general grounds, it has been found [8] that for the filling
of six electrons in five orbitals J favors a bad-metallic
behavior yet pushing away the Mott insulator. It has also
been shown [7] that this kind of correlated metal does not
display as prominent Hubbard bands as in standard corre-
lated materials. Overall, an image of moderately strong
correlations [9] driven by Hund’s coupling, seems to emerge.
The evolution as a function of doping is the smoking gun

of the relevance of Mott physics (Mottness) in the cuprates.

Approaching half filling, the electronic motion is hindered
leading to increasingly bad metals culminating in the
pseudogap phase and eventually, in an actual Mott insulator.
In the present Letter, we use the doping dependence as a

litmus paper to assess the role of correlations in iron
superconductors. By collecting experimental data from
different probes, we show that in the 122 family (i.e., both
hole- and electron-doped BaFe2As2) the effective mass of
the carriers increases as the filling decreases and the
stoichiometric compound is not special in terms of corre-
lation strength. This doping dependence is heavily differ-
entiated among the electrons forming the conductions bands.
Our theoretical calculations will indeed show that the

degree of correlation is determined by the distance to a
Mott insulating state that would be realized with five
electrons per iron atom. This effect is due to the dominance
of the Hund’s J, which in turn decouples the charge
excitations in the different orbitals, so that the multiorbital
system becomes effectively a collection of doped Mott
insulators. Each of them happens to have a different
population, which reflects in a different distance from
the Mott state and in a different effective mass. This brings
about a scenario of coexisting strongly and weakly
correlated electrons. Indeed, it was shown by two of us
that iron superconductors are the ideal ground for heavily
orbital-dependent correlation effects (selective Mottness),
or even for orbital-selective Mott localization [25,26].
Phenomenological descriptions assuming the presence of
itinerant and localized electrons [27–29] have indeed
reproduced many features of these materials.
Figure 1 displays experimental estimates of the mass

enhancement from specific heat, infrared reflectivity, angle-
resolved photoemission spectroscopy (ARPES), and
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quantum oscillations (the references are detailed in the
Supplemental Material [30]). All the data are taken in the
high-temperature tetragonal metallic phase above the mag-
netically ordered (and orthorombically distorted) phase at
low dopings and the superconducting one at intermediate
dopings.
Single-crystal specific heat measurements delineate a

very clear trend: the mass enhancement m�=mb ¼ γ=γb
(where γ and γb are, respectively, the measured normal-
state Sommerfeld coefficient and the band theory estimate
γb ¼ π2k2B=3N0, N0 being the total density of states at the
Fermi energy) grows continuously from ∼2 in the electron-
overdoped BaðFe1−xCoxÞ2As2 to 3 in the electron under-
doped and the stoichiometric compounds toward 5–6 in the
optimally hole-doped Ba1−xKxFe2As2 until reaching the
very high value of ∼9 for the fully substituted KFe2As2
(having a doping of 0.5 holes=Fe).

Optical conductivity provides a partially different pic-
ture. Comparing the band theory estimate of the Drude
weight

Dband ¼
X

α;k

�∂ϵαk
∂kx

�
2

δðϵαk − ϵFÞ; (1)

(where ϵαk is the dispersion of band α) with the experimental
value, one obtains an optical effective mass Dband=Dexp ¼
m�=mb. With this approach, Qazilbash et al. [31] found
intermediate correlation strength (∼3.3 for BaFe2As2)
while the data we collect show correlations diminishing
with electron doping but a possible saturation (with m�=mb
hardly exceeding ∼4) of the mass enhancement for the
hole-doped compounds.
A general argument links this apparent discrepancy to

the coexistence of electrons with different effective mass
renormalization: in this multiband environment, both the
conductivity and the density of states at the Fermi energy
stem from a sum over the band (or orbital) index. As a
consequence, γ=γb ¼ Dband=Dexp only if the mass enhance-
ment is the same for all electrons. If instead the renorm-
alization is different from band to band (from orbital to
orbital), the density of states is a sum of contributions
∼ðm�=mbÞα, whereas the Drude weight is a sum of terms
∼ðmb=m�Þα, and thus as it happens for series or parallels of
resistances, the first will be dominated by the largest mass
enhancement, the second by the smallest. This means that
in case of heavy differentiation of correlation strength, the
enhancement of the Sommerfeld coefficient will reflect that
of the strongly correlated electrons, whereas the Drude
weight, the one of the weakly correlated ones. Moreover at
finite temperatures, the heavier electrons tend to drop out
from the low-frequency optical response because of their
lower coherence.
A more direct confirmation of this picture is obtained by

means of ARPES. In order to roughly match the exper-
imental data, the DFT band structure has to be renormalized
by a global factor (indicated as “ARPES whole” in Fig. 1)
that increases with decreasing filling. Moreover, by meas-
uring the Fermi velocity on the different Fermi sheets and
comparing them to DFT calculations, one can estimate
independently the mass enhancements of the corresponding
low energy electrons. As we report in Fig. 1, in the electron-
doped side of the phase diagram, the different Fermi sheets
show a homogeneous renormalization of the Fermi veloc-
ities by a factor of order ∼2, whereas moving to the hole-
doped side the different Fermi sheets show different
renormalization for different bands (between 3 and 9 for
Ba0.6K0.4Fe2As2 and between 2 and 18 for KFe2As2).
Quantum oscillations measurements performed on
KFe2As2 also report a heavy differentiation between the
mass enhancement.
Thus, in summary, the unified phase diagram of electron-

and hole-doped BaFe2As2 shows a strong and monotonic
increase of correlations going from the heavy electron
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FIG. 1 (color online). Top: experimental mass enhancements in
doped BaFe2As2 assessed by different techniques (see the
Supplemental Material [30]) [10–24]. The experimental phase
diagram, including the antiferromagnetic metallic (AF) and the
superconducting (SC) phases is reproduced as a background. The
solid line is a fit of the specific heat data. ARPES and quantum
oscillation data corresponding to a given doping represent the
values estimated for the different sheets of the Fermi surface.
Correlations increase monotonically as the filling is reduced,
and the estimates from different techniques spread more and
more (see text). Bottom: orbitally resolved mass enhancement
calculated within local-density approximation (LDA)þslave-spin
mean-field theory for doped BaFe2As2 (lines) and for KFe2As2
(squares).
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overdoping to the heavy hole overdoping, and a parallel
progressive differentiation of the mass enhancements, or
selective Mottness. It is also worth noting that the stoi-
chiometric filling does not play a particular role in this
phase diagram of the tetragonal phase, contrary to the fact
that commensuration is naively expected to strengthen the
effects of correlations.
Calculations including dynamical correlations in DFT

ab initio calculations for both iron pnictides and chalco-
genides show that the combined role of U and J gives rise
to a novel scenario (as summarized in Ref. [33]). A sharp
crossover [34–36] is found, as a function of increasing
correlation strength and decreasing filling, toward a
“Hund’s metal” [37] state. The physics there is dominated
by Hund’s coupling and can be described using a few
concepts isolated in model studies: (1) a strongly correlated
metallic phase far from the Mott transition at n ¼ 6 [8] is
realized [35,36,38] with a very low coherence temperature
and correlation strength more sensitive to J than to U [7];
(2) above such coherence temperature a “spin-frozen” state
appears [39,40], in which the self-energy has a peculiar

ffiffiffiffi
ω

p
dependence at low ω and long spin correlation time [41];
(3) “orbital decoupling” [42] happens, i.e., differentiation
of the correlation strength among the different orbitals, due
to the fact the Hund’s coupling suppresses inter orbital
correlations, rendering charge excitations in the various
orbitals virtually independent from one another.
This last point is what we highlight here as the main

reason for the experimental scenario we have detailed.
We have performed LDAþslave-spin mean-field (see

“Methods” section in the Supplemental Material [30])
calculations at T ¼ 0 starting from DFT band structures
for doped BaFe2As2 in the tetragonal phase (see the
Supplemental Material [30] for other iron superconduc-
tors). We have checked that for the interaction strength
corresponding to the ab initio estimate, this compound
displays the signature of the Hund’s metal phase. Our
results as a function of U (see the Supplemental Material
[30]) show that BaFe2As2 lies around or just above a
crossover to a correlated phase signaled by a fast drop in the
quasiparticle weight Z, an increase of the interorbital spin
correlation functions and decrease in the interorbital charge
correlation functions, as reported in [35,36]. As expected
in this regime, the correlation strengths are strongly
differentiated among orbitals, with the t2g orbitals more
correlated the eg ones; in particular, the xy orbital is the
most correlated of all. This motivates the experimental
observation from ARPES that at low energy (where bands
are mainly of t2g character), the band structure is more
renormalized than at high energy (where both t2g and eg
characters are present). This heavy-fermionic behavior
might be turned into an incoherent phase at T ≠ 0 and/
or with a refined treatment of quantum fluctuations [39,40].
We have studied the evolution as a function of total

density of the orbitally resolved mass enhancements

(bottom panel in Fig. 1), quasiparticle weights
Zα ¼ ðmb=m�Þα, and populations, which are shown in
Fig. 2. Correlations clearly increase continuously decreas-
ing the total population, resulting in a more correlated hole-
doped side compared to the electron-doped one [34,43,44].
The commensurate filling of n ¼ 6 does not play any
special role in this undistorted phase. Also, the differ-
entiation of correlation strength increases with hole doping.
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FIG. 2 (color online). Calculated orbitally resolved quasipar-
ticle weight Zα (upper panel) and electron population (middle
panel) for doped BaFe2As2 and stoichiometric KFe2As2
(squares) within slave-spins mean field. Note that for each orbital
α, Zα tends to vanish when nα approaches half filling. Indeed,
when plotting Zα as a function of nα for each orbital (lower
panel), a striking linear behavior (typical of a doped single-band
Mott insulator) appears showing that each orbital is only sensitive
to its doping away from the half-filled Mott insulator found at a
total population n ¼ 5, independently from the others. The dots
signal the values for the stoichiometric compound, having a total
population n ¼ 6. The same analysis is performed for dynamical
cluster approximation (DCA) calculations on the bidimensional
Hubbard model of Gull et al. [32], representative of the
pseudogap phase of underdoped cuprates, pointing to a common
mechanism.
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Thus, the calculations reproduce all the main trends of the
experimental estimates (Fig. 1).
It can be noted that the theoretical mass enhancements

reach values, for strong hole overdoping, much higher than
experiments. This is explained by a progressive increase of
covalency in the Fe-As planes introduced by the Ba → K
substitution: when this is taken into account (using the DFT
band structure for KFe2As2 at n ¼ 5.5), correlation
strengths close to the experimental values are obtained
(colored squares in Figs. 1 and 2).
When the suggested orbital decoupling mechanism is

realized, the system switches from a collective to an
individual orbital behavior: the correlation strength in each
orbital depends mainly on the doping of the orbital away
from half filling. We have tested this hypothesis here and
found that it is fully verified: in the lower panel of Fig. 2, we
plot the quasiparticle weight of each orbital as a function of
its population. Each orbital is mainly sensitive to its own
filling and behaves like a doped single-band Mott insulator,
with a Z characteristically proportional to the doping. With
decreasing total population, all orbitals move toward half
filling and the quasiparticle weights go to zero at n ¼ 5,
where the system is then a Mott insulator, with vanishing
orbital polarization. The remarkable thing is that, albeit this
happens at a very different rate for each orbital (the xy
orbital is almost half filled already at n ¼ 6, and thus, more
strongly correlated, the z2 is quite far from half filling until
very close to n ¼ 5, and thus, weakly correlated for most of
the fillings), the behavior when plotted against the individual
population is quite universal (the different slopes being
determined by the details of the band structure).
This scenario confirms what has been observed in

previous theoretical studies [34,44], that the parent com-
pounds for pnictides at n ¼ 6, are influenced by correlations
due to the Mott insulator at n ¼ 5. Here, we provide the
reason why: the orbitals are decoupled from one another,
thus rendering the individual population of each orbital
crucial for its correlation strength. Accordingly, the seem-
ingly far in population n ¼ 6 compound, has orbitals instead
very close to the Mott insulating state. The t2g orbitals and
the xy, in particular, are only a few percents of doping away
from the selective Mott insulator. The coexistence of
electrons whose different correlation degree descends from
a different distance to the Mott insulator defines the selective
Mottness and its role in the phase diagram.
One last more speculative hypothesis is now in order. By

plotting the experimental phase diagram as a function of the
average orbital population, the stoichiometric filling falls at
20% average doping [34]. This is now justified by the
orbital-decoupled nature of the conduction electrons.
If, as quite generally believed, the magnetically ordered

(and orthorhombically distorted) phase is detrimental to
superconductivity [2] and it is favored accidentally by nesting
and/or lack of disorder realized for the commensurate n ¼ 6
filling, we can imagine that the unified phase diagram of the

tetragonal phase of iron superconductors would see the two
domes unified into a bigger one (see Fig. 3). This tentative
phase diagram would now be strikingly similar to that of
cuprate superconductors: a superconducting dome would be
centered around a doping of 20% per band away from aMott
insulator and flanked at smaller doping by a bad metallic
phase in which electrons with different correlation strength
coexist, as it happens in hot or cold spots (culminating in
the pseudogap phase) in the underdoped cuprates. At higher
fillings, a weakly correlated good metal is recovered in
both cases. Indeed, as detailed in the Supplemental Material
[30], the momentum-space selectivity describing the hot
or cold spot and the pseudogap phase of cuprates in the
two-dimensional Hubbard model can be easily recast into a
multiorbital effective picture within cluster extensions of
dynamical mean-field methods [32]. The mass enhancement
in each sector of the Brillouin zone scales linearly with the
respective individual doping from half filling (Fig. 2, lower
panel), signaling that the orbital-decoupling mechanism is at
play and reminding the situation outlined for iron super-
conductors. This scenario unifies a series of seemingly
contradictory evidences and it is expected to put serious
constraints on pairing theories for superconductivity.
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FIG. 3 (color online). Possible unified phase diagram for
pnictides and cuprates. We plot here the experimental phase
diagram for doped BaFe2As2 (from [45]) as a function of the
average orbital doping. In the hypothesis that the magnetically
ordered and orthorhombically distorted phase (light gray area) is
accidentally favored by the total commensurate filling n ¼ 6
around the stoichiometric compound thus suppressing the super-
conductivity of the tetragonal phase, we artificially eliminate it
and complete the superconducting dome (blue area). We then see
that this dome is centered around 20% doping (per orbital) away
from the half-filled Mott insulator (here at n ¼ 5), as in cuprates.
In between, we find a strongly correlated Mott selective (and bad
metallic [34]) phase, while at higher orbital dopings (correspond-
ing, respectively, to the electron doped region in pnictides and
the overdoped region in cuprates), we recover a moderately
correlated Fermi liquid.
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Note added.—Recently, a careful investigation of the
coherence scales in KFe2As2 revealed heavy-fermionic
behavior[46], as predicted in our Letter.
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