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We have identified a physical mechanism that rules the confinement of nonpropagating hydrodynamic
solitons. We show that thin boundary layers arising on walls are responsible for a jump in the local
damping. The outcome is a weak dissipation-driven repulsion that determines decisively the solitons’ long-
time behavior. Numerical simulations of our model are consistent with experiments. Our results uncover
how confinement can generate a localized distribution of dissipation in out-of-equilibrium systems.
Moreover, they show the preponderance of such a subtle effect in the behavior of localized structures. The
reported results should explain the dynamic behavior of other confined dissipative systems.
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Many dissipative systems can display localized struc-
tures after compensating energy losses with external
forcing. These structures, known as dissipative solitons,
can emerge under either steady or parametric forcing. The
steady family, which comprehends classical convectons [1],
has been widely analyzed (cf. Ref. [2]). The parametric
family includes solitons in coupled-pendula chains [3],
magnetic wires [4], optical fibers [5], Kerr-type oscillators
[6], granular layers [7], and non-Newtonian fluids [8]. Fluid
dynamics provides a fruitful field for systems supporting
parametric localized structures. Hydrodynamic oscillons
[9,10] and Hele-Shaw solitons [11] are illustrative exam-
ples. Nonetheless, the most representative parametric dis-
sipative structure is the nonpropagating hydrodynamic
soliton: a localized Faraday wave that emerges in large-
aspect-ratio free surfaces [12].

The prototype amplitude equation for these systems in
one dimension is the parametric and dissipative nonlinear
Schrodinger (pd-NLS) equation [13]

iy + pyr) = vy + 20wy + Oy +yy*. (1)

The equation has been deduced from fundamental equa-
tions in several parametric dissipative systems including
nonpropagating hydrodynamic solitons [14]. Here, y(x, ¢)
is a complex field that depends slowly on space and time
while y* denotes its complex conjugate. The parameters y,
v, and y account, respectively, for linear damping, detuning,
and parametric forcing. All the functions and variables are
dimensionless. If y > p and v < 0, the pd-NLS equation
supports stable steady localized solutions,

w (x, 1) = =ibsech[5(x — xg)]e@2sin”'w/r) —(2)
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provided that y?> < v + u? [4]. The constant & represents
the soliton amplitude and is given by &> = —v+
(F* = 1?2 [4].

Solitons can be very stable even in the presence of other
nearby solitons [12]. Experiments and numerical simula-
tions of the pd-NLS equation have shown a rich complexity
of the behavior of interacting pairs, e.g., attraction, repul-
sion, and bound steady and oscillating states [15—18]. The
dynamics depend on the parameter region as well as on the
signs of the pair’s constituents [notice + in Eq. (2)]. Similar
features hold for states involving several solitons where
spontaneous organization [19], multisoliton complexes
[20], and coalescence [21,22] have been reported. Other
authors have studied the interaction with other objects, such
as depth gradients [23,24], impurities [25,26], and boun-
daries [16,27]. In this Letter, we report a type of interaction
between solitons and walls that leads to a better charac-
terization of nonpropagating hydrodynamic solitons under
confinement. We show from fluid dynamics equations that
a dissipative process taking place in lateral-wall boundary
layers is crucial. Numerical simulations show that this
process generates dramatic changes in the solitons’ behav-
ior at long time scales. Our model is widely consistent with
previous and current experiments as it is able to capture the
slow drift of nonpropagating solitons in finite containers
from Ref. [24].

Consider a fluid layer filling a trough of length [/ and
breadth b < [ up to a depth d. At rest, the free surface lies
on the plane z = 0. Its position at time ¢ in terms of the
horizontal coordinates r = (x, y) is denoted as 7(r, 7) [see
Fig. 1(a)]. A straightforward result of the inviscid linear
theory of gravity waves is that the free surface supports
normal modes of the form 75, ,(r,?) ~ Re[exp (iw, ,t+
ik -r)]. The frequencies @ are given by the dispersion
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FIG. 1 (color online). (a) Scheme of a nonpropagating hydro-
dynamic soliton. The basin is shaken vertically at w 52w, ; while
the soliton sloshes on the y axis at /2. (b) Setup front view
displaying a typical profile (see 7 curve) extracted by image
analysis. Slabs were used for analyzing soliton-wall interactions.

relation, ®, , = /gk tanh kd, where g is the gravity accel-
eration. The horizontal wave number k(k = |k|) should
satisfy k = (zp/1, nq/b) with (p, q) € Z? to fulfill lateral
boundary conditions [28]. In real experiments, normal
modes decay due to dissipation. Notwithstanding this, they
can be stabilized by applying vertical vibrations [29] at
driving frequencies @ = 2w, , above a certain amplitude
threshold [29]. This is true for all the modes except for # ;.
Instead, and only after perturbing the surface, a sloshing
waveform emerges [see Fig. 1(a)]. Its motion recalls the 7,
mode, but rather than involving the whole free-surface
sloshing the wave localizes strongly in the longitudinal
direction [12].

In the case of a nonpropagating hydrodynamic soliton,
Eq. (1) stands for the longitudinal envelope of the first
transverse mode 7(x, 1), i.e., n(r, ) = 7j(x, 1)y (v, t). The
relations between the physical parameters and the detuning
and parametric-forcing coefficients in Eq. (1) are given by
v=(w*/wj, —1)/2 and y = ay/(4g), where aq is the
acceleration forcing amplitude [14]. Expressions for the
damping p coefficient are displayed further below.

In finite domains, the pd-NLS equation requires the
boundary conditions 8x1/1|x:{0,,} = 0 to guarantee imper-
meability at lateral walls. In terms of interaction laws, this
condition is analogous to considering a virtual-image
soliton of the same sign at the other side of the boundary.
This means that any soliton-wall interaction has a soliton-
pair reciprocal interaction [27]. At least four types of same-
sign soliton-pair interactions have been reported as forcing
is increased: (a) the solitons merge into a single one, (b) the
solitons merge and split periodically, (c) the solitons
oscillate periodically (or quasiperiodically) without merg-
ing, and (d) the solitons form a steady state at a fixed
distance [16,20,30]. Experimental evidence of reciprocal
soliton-wall interactions is also available [27]. However,

recent experiments have reported a puzzling observation.
Under confinement, solitons drift slowly to a particular
position in the trough, namely, the center when the basin is
correctly leveled [24]. This result contradicts the virtual-
pair model, which identifies the center as an unstable
position.

To explore this further, we ran experiments in a Plexiglas
trough of dimensions / = 49.9 cm and b = 25.4 mm filled
with water and 2 ml of Photo-Flo to a depth of d = 20 mm.
The basin was attached to an electromechanical shaker. Its
vertical acceleration is given by a(¢) = ag sin 2zft, where
f is the forcing frequency. Some ink drops were added for
visualization. The first transverse-mode frequency in the
trough was found to be fy; =5.49 Hz. The system
mechanical response was recorded using a piezoelectric
accelerometer fixed to the basin. A high-speed camera was
arranged to acquire front views [see Fig. 1(b)] and was
synchronized with the external driving so the double-period
oscillation of solitons appeared to be locked during
acquisitions. Solitons appeared at frequencies f slightly
lower than 2f;;~11.00 Hz and vertical acceleration
amplitudes a; around 0.1g. To depict the structures’
spatiotemporal behavior, we obtained the interface position
along the basin using an image processing technique
described elsewhere [24].

Since we are interested in isolating soliton-wall inter-
actions, we designed a very simple protocol: a soliton was
created (f = 5.25 Hz and a, = 0.105¢) in a subdomain of
the trough and allowed to relax slowly to its equilibrium
position. Afterwards, we inserted a vertical Plexiglas slab
of thickness 3 mm and breadth ~b at a certain position x*.
The slab touched the basin bottom so the fluid layer was
divided into two subdomains, as displayed in Fig. 1. The
slab was then kept in its position until the end of
acquisitions. Under this configuration, the inserted slab
mimics a new boundary wall that suddenly reduces the
soliton domain.

After inserting the slab, the soliton was instantly pushed
back from the slab and started to drift to a new equilibrium
position in the basin. We depict an example of this behavior
in Fig. 2(a) where the evolution recalls the spatiotemporal
snapshots reported for tilted troughs [24]. Notice that a
second soliton was kept in a separate subdomain for
records. Its trajectory was barely affected by the main
soliton interaction. It should be remarked that all these
experiments were performed in a region of parameters
where steady bound-pair states do not occur at all, differing
from the experiments in Ref. [16]. Actually, the boundary-
wall interaction in Fig. 2(a) is consistent with the protocol
in Ref. [22] for trapping solitons, which exploited a region
of parameters where wall-repulsion and pair-attraction
behavior coexist. In Fig. 2(b) we depict another experiment
(f =5.25 Hz and ay = 0.108¢g): a steady state of two
opposite-sign solitons was disrupted by the insertion of a
wall. In a similar way to Fig. 2(a), the two solitons are
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FIG. 2 (color online). Two spatiotemporal diagrams uncovering
experimental soliton-wall interactions. The time ¢ is expressed in
terms of the period 7" and # is normalized. (a) A slab S}, divides
the cell into two parts, each containing a soliton. Then, a second
slab §,, is inserted, repelling the right soliton and barely
disturbing the other one. (b) A slab S, is inserted between
two solitons with opposite signs, inducing a sudden repulsion.

immediately pushed back instead of being attracted, show-
ing clearly that walls and virtual pairs are not equivalent.

The answer for explaining this effect comes from an
overlooked extra dissipation taking place at the boundary
layer on the lateral walls. To give a simple explanation, let
us first remark on the resemblance between our system and
a chain of forced nonlinear oscillators (see Fig. 3).
According to Eq. (1), each oscillator can be characterized
by three parameters: v, y, and u. Neighbor coupling is
achieved via the dispersion term. The first parameter v

Boundary layers

at « = {0,1}
at y = {0, b}
at z = —d

FIG. 3 (color online). A nonpropagating hydrodynamic soliton
as a chain of N coupled oscillators. Dissipation occurs at
boundary layers surrounding the fluid. All the oscillators
along the chain contain boundary layers at y = {0,b} and
z=—d, but only those at xy) contain lateral boundary
layers. This induces higher damping rates when approaching
edges (see u curve below).

depends on the forcing and the transverse-mode natural
frequency. Since any of these variables depend on the
oscillator position along the chain, the detuning of all the
oscillators is the same. A similar argument stands for
the forcing amplitude but not for the damping term: the
contact with lateral walls induces an extra dissipation in the
oscillators placed at the edges.

The way that standing waves dissipate energy in closed
basins was analyzed in Ref. [31]. Velocity fields beneath
standing waves display potential features inside the bulk
with thin shearing layers along the boundaries. Considering
that energy dissipation mainly occurs there, the damping
term in Eq. (1) is the sum of contributions from (i) boundary
layers at the rigid boundaries, (ii) boundary layers at the
free surface, and (iii) capillary hysteresis of the menisci,
i.e., g4 = pyw + us + p . For the sake of simplicity, herein
we only analyze the py, term—similar procedures can used
for pug and p; corrections.

Consider a uniform fluid layer of kinematic viscosity v*
surrounded by vertical walls and whose horizontal section
is R. The layer supports standing waves characterized by
the velocity potential ¢ at z = 0 and the frequency w, which
are related uniquely to the patterns 7, ,. The quantity py
is proportional to a small dimensionless parameter
€, = (2v*/w)"/?k, while the constant of proportionality is

J+K 1-72 J—K
/
L 1=
Hw 8 4z [ kd( 2 ﬂ’ )

where 7 = tanh (kd). Further details can be found in the
Supplemental Material [32] and Refs. [31,33]. The expres-
sion depends on three form factors: J = kI7! [, dZ|p|*,
K= (kI)™" [, d?|0,¢|*, and I= //Rdxdy|v¢|2. The
terms proportional to J and K arise from boundary layers
at vertical walls while the remaining ones come from the
bottom boundary layer (/ is proportional to the energy
supported by the wave).

The current approach for determining uy, for nonpro-
pagating hydrodynamic solitons [14] assumes a basin of
infinite extent in the x direction. Thus d¢ = dx in J and K
form factors and I = [([?|Ve|*dy)dx (see Fig. 1).
Recalling that ¢ is the crossed waveform, and hence
¢(x,y) ~cosky, it follows that J =4z~' and K = 0.
The value obtained for uy under these assumptions is
the same despite the limits of integration in the x direction.
This is in apparent agreement with our chain of identical
coupled oscillators from Eq. (1).

However, when approaching a lateral wall in a finite
basin, the integrals J and K display a jump due to the extra
lateral path along OR in the y direction (see Fig. 3). Clearly
the calculations taking into account the 7, ; mode within a
finite container yield a global decay rate uy, that does not
seem appropriate for localized structures. For solitons,
as in a chain of nonlinear oscillators, we require a local
damping coefficient. A better approach is to consider
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¢(x,y) = w(x)cos (ky) and write the extra integral terms
in J and K due to lateral walls as [,,df =
Jo [ [8(x) + 8(x — I)]dydx. As both the numerator and
denominator in J are proportional to |y|> and include
integrals along x, local dissipation can be found by
dropping integrals along x. Physically, this is equivalent
to deriving a local coefficient from the ratio of local
dissipation and local energy along the x direction through
a limit process where the oscillators’ thicknesses become
infinitely small. Integrating in y, we finally find

, 1 a-2kd o-2kd
+ +

Hw = 5=

2 2716 4ko [500) +6x =1L, @)

where ¢ = sinh 2kd. The details are also available in the
Supplemental Material [32]. The third term is the correction
for the damping coefficient. It is zero along the chain and
diverges when approaching lateral walls. Notice that the
existence of such a singularity does not pose any problem
from the physics point of view. Its extent—although
negligible compared to the soliton length scale—is finite
and equal to the boundary-layer thickness. To sum up, we
showed from fluid dynamics that, within the amplitude
equation, physical boundary conditions cannot be modeled
by classical ones. This is achieved instead via the spatially
nonuniform u(x) from Eq. (4).

The question now is, what happens to solitons from
Eq. (2) when adding Dirac delta terms via u in Eq. (1)? The
scenario brings to mind forced coupled-pendula chains
doped with impurities, i.e., larger (shorter) pendula
[25,34,35], which are known to repel (attract) solitons
for negative detuning v. Notice that in that case, singular
discrete functions arise in the v coefficient as the local
natural frequency changes with pendulum length. In our
case, the mechanism is completely different as it emerges
inherently from confinement.

To answer the question, we made numerical simulations
of the pd-NLS model [Eq. (1)], replacing u as a function
of space [y — u(x)] on a 120-point spatial domain
(dx = 0.3 cm) using classical Runge-Kutta routines for
time integration (dt = 1072T). We used the formulas in
Ref. [14] to obtain u, v, and y from the experimental
physical quantities. Just as in our physical setup, our code
allows us to insert slabs within the spatial domain. These—
like the walls—are modeled by locally imposing the
impermeability boundary condition. Likewise, Gaussians
(6 = 0.5 cm and amplitude §,) centered at correspondent
locations mimic the Dirac-delta corrections in the damping
coefficient from Eq. (4). Figure 4 displays several numeri-
cal experiments that evidence huge differences in long-
time-scale behavior between our model (in main figures)
and the classical one (in insets). While the classical model
yields different types of bound states, ours generates an
equilibrium state driven by soliton-wall repulsion where
finally each soliton is centered in its subdomain [see, e.g.,
Fig. 2(a)]. Boundary layers have an effect on system

-1
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FIG. 4 (color online). Spatiotemporal diagrams of numerical
runs that evidence the dominance of dissipation in soliton-wall
interactions at long time scales for three sets of (v,u,y) and
0, = 0.3. The insets displays simulations under the classical
approach (6, = 0). (a) The sudden insertion of a slab S, repels a
pair of opposite-sign solitons rather than attracting them. (b) A
slab S, breaks an oscillating same-sign pair instead of holding the
state. Likewise, in (c) the slab avoids the formation of a same-sign
steady bound state.

dynamics regardless of their infinitesimal extent and
despite the system length. The key for understanding this
is overlapping functions. While in classical systems long-
range interactions arise from a long-range field overlapping
a punctual particle, in ours the long-range tail of an
extended particle, w(x), overlaps a field with punctual
features, u(x). The similitude between Figs. 2(b) and 4(a),
as well as the differences with the latter’s inset, show
plainly that the dissipative process described in this Letter
rules the confined solitons’ spatiotemporal behavior. The
model not only solves the slow drifts from Ref. [24] but
also yields soliton-wall bound states in the region of
parameters where they were reported (cf. Ref. [27]).

The identified mechanism can be useful to understand
the effects of boundaries on other parametric dissipative
systems. Regardless of the particular physical origin, the
idea of damping-coefficient jumps at boundaries is funda-
mental. It does not stand only for hydrodynamic solitons
[9-11], but also, for instance, for granular ones [7], where
the jump will be due to extra friction between grains and
walls. Notice that in any case, the mechanism does not
depend on how energy is pumped. Instead, the cornerstone
of the raised-out jumps is the inherent dissipative nature of
systems. Hence, similar phenomena can also be expected in
nonparametric dissipative solitons such as convectons [1],
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where numerical simulations of the full-equation problem
with physical boundary conditions [36] provide results in
line with ours (e.g., centered steady states).

To conclude, we have analyzed experimentally and
theoretically the interaction between nonpropagating
hydrodynamic solitons and walls. Our research was moti-
vated by unattended issues about soliton confinement in
laboratory experiments. We showed that soliton-wall inter-
actions are driven by a dissipative mechanism that can
substantially alter the system dynamics at long time scales.
Within the pd-NLS classical model, we demonstrated that
thin boundary layers on walls induce a jump in the local
damping coefficient. Using numerical simulations, we
showed that this generates soliton repulsion, triggering a
slow drift to the midpoint of each soliton domain. Besides
the good agreement with experimental observations, our
results provide two fundamental lessons to be considered
further. First, damping in amplitude equations may be
tricky; its spatial independence can be broken down by the
inherent system configuration, e.g., confinement. This is
an issue common to experiments in dissipative out-of-
equilibrium systems. Second, as for other parameters in
amplitude equations [25,26], damping spatial dependence
has an impact on localized solutions. Even highly localized
subtle effects can absolutely modify the system’s final
outcome.
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