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Rotational levels of molecular free radicals can be tuned to degeneracy by using laboratory-scale
magnetic fields. Because of their intrinsically narrow width, these level crossings of opposite-parity states
have been proposed for use in the study of parity-violating interactions and other applications. We
experimentally study a typical manifestation of this system using 138BaF. Using a Stark-mixing method for
detection, we demonstrate level-crossing signals with spectral width as small as 6 kHz. We use our data to
verify the predicted line shapes, transition dipole moments, and Stark shifts and to precisely determine
molecular magnetic g factors. Our results constitute an initial proof of concept for use of this system to
study nuclear spin-dependent parity-violating effects.
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It has been suggested that diatomic molecules could be
used as a system to measure classes of parity-violating (PV)
electroweak interactions that are difficult to access through
other means [1–3]. The level structure of diatomic free
radicals systematically makes it possible to tune states of
opposite parity to near degeneracy, by using a magnetic
field such that the Zeeman shift of the electron spin matches
the rotational splitting. Near such a level crossing, the
mixing of these long-lived states due to nuclear spin-
dependent (NSD) PV interactions is greatly enhanced [4].
This should make it feasible to measure small, poorly
understood effects such as those due to nuclear anapole
moments and axial hadronic-vector electronic electroweak
couplings [3,5,6]. This type of level crossing has also been
identified as an attractive system for quantum simulations
of conical intersections [7] or magnetic excitons [8] and for
sensitive detection of electric fields [9].
Here we report an experimental study of Zeeman-tuned

rotational level crossings in 138BaF. Using an electric field
pulse to induce transitions between the near-degenerate
levels, we demonstrate the ability to understand and control
the system with energy resolution at the kilohertz scale, as
desired for the measurement of nuclear spin-dependent PV
effects in similar systems.Bymeasuring themagnetic field at
several crossings,we extract precisevalues for poorly known
magnetic g factors; also, by studying transfer efficiency vs
electric field, we deduce values for electric dipole matrix
elements between the crossing levels and for off-resonant
Stark shifts not previously considered in this system.
The ground electronic state X2Σ of 138BaF has one

unpaired electron [10]. The 19F nucleus has spin I ¼ 1=2,
while 138Ba is spinless. In the absence of external fields, the
lowest energy levels are described by the Hamiltonian

H0¼BN2þDN4þγN ·SþbI ·SþcðI ·nÞðS ·nÞ; (1)

where N is the rotational angular momentum, S ¼ 1=2
is the electron spin, and n is a unit vector along the
internuclear axis (ℏ ¼ 1 throughout) [11,12]. All parame-
ters of H0 have been precisely measured [13–15]. The
rotational constant B is much larger than the spin-rotation
(SR) constant γ, the hyperfine (HF) constants b and c,
and the centrifugal correction constant D; thus, N is a
good quantum number, with eigenstates of energy EN ≈
BNðN þ 1Þ and parity P ¼ ð−1ÞN.
We use amagnetic fieldB ¼ Bẑ to Zeeman shift sublevels

of the NP ¼ 0þ and 1− manifolds of states to near degen-
eracy. We write the effective Zeeman Hamiltonian as [16]

HZ ¼ −g⊥μBS · B − ðg∥ − g⊥ÞμBðS · nÞðB · nÞ
− gIμNI · B − grotμNN · B; (2)

where μB (μN) is theBohr (nuclear)magneton; g∥ ≅ −2.002;
ðg∥−g⊥Þ≅−γ=ð2BÞ¼−0.00625 (Curl equation) [16,17];
gI ¼ 5.258 for 19F [18]; and grot is previously unknown for
BaF. Since B ≫ γ; b; c, the B field necessary to bridge the
rotational energy E1 − E0 ≈ 2B is large enough to strongly
decouple S from I and N. We hence write the molecular
states in the decoupled basis jN;mNijS;mSijI; mIi, which
are good approximations to the energy eigenstates
near the crossings. Zeeman shifts are dominated by the
g⊥ term, so that opposite-parity levels jψþ

↑ ðmN¼0;mIÞi≅
j0;0ij1

2
;1
2
ij1

2
;mIi and jψ−

↓ðmN
0;mI

0Þi≅j1;mN
0ij1

2
;−1

2
ij1

2
;mI

0i
are degenerate under H0 þHZ when B ¼ B0 ≈ B=μB ∼
0.5 T in 138BaF. Level crossings between pairs of mixing
states with different values of (mN , mI) and (m0

N , m
0
I) occur

at different values of B0 because of energy differences in
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the sublevels due to HF and SR terms inH0. Level crossings
in 138BaF are depicted in Fig. 1.
We use an electric field E to mix the nearly degenerate

opposite-parity levels. The effective Stark Hamiltonian is
HS ¼ −DE · n, where D ¼ 3.170ð3Þ D is the X2Σ state
dipole moment [15]. This term couples basis states with
N0 ¼ N � 1 and m0

S ¼ mS, m0
I ¼ mI . The matrix element

dEj ≡ hψ−
↓ jHSjψþ

↑ i describes the coupling between nearly
degenerate states; here the cylindrical component j ¼
zðj ¼ ρ;ϕÞ is relevant when Δm ¼ m0 −m ¼ 0ð�1Þ,
where m≡mN þmS þmI . The values of d are nominally
zero, since ½n;S� ¼ 0 and mS

0 ≠ mS for the basis states that
approximately describe the degenerate levels. However, the
HF and SR terms in H0 and the g∥ − g⊥ term in HZ cause a
small mixture of basis states with different values of mS
into the crossing levels. The induced values of d can be
estimated perturbatively or calculated by diagonalizing
H0 þHZ over a sufficiently large subspace (we include
N ≤ 6). Typically, d ∼ ηD, where η ∼ ðγ; b; cÞ=B ≪ 1.
Near a level crossing, we describe the near-degenerate

levels with the wave function jψðtÞi ¼ cþðtÞjψþ
↑ i þ

e−iΔtc−ðtÞjψ−
↓i and the effective Hamiltonian H�:

H� ¼
�Δ0ðBÞ dEj

dEj − α
2
E2

�
: (3)

Here Δ0ðBÞ ∝ B − B0 is the small detuning from exact
degeneracy under H þHZ, and α is a small differential
polarizability of the near-degenerate pair. The latter term,
not considered in previous work on this system, arises
from Stark-induced mixing with distant levels (outside this
subspace). It is closely analogous in form and effect to the
ac Stark shift that perturbs spectral lines of weak transitions
used, e.g., in atomic PVexperiments [19,20]. In this Letter,
we ignore small off-diagonal matrix elements iW due to PV
interactions in H� [3].

Consider a system with initial state cþð0Þ ¼ 0. An
electric field pulse EjðtÞ (0 < t < T) mixes the levels,
leading to a nonzero population Pþ of the originally empty
state: Pþ ¼ jcþðTÞj2. This population constitutes the signal
in our experiments. In certain cases, analytic solutions for
cþðTÞ can be derived [21]. One example, important for our
studies, is when α → 0 and Δ ¼ const, and in addition
Pþ ≪ 1 so that first-order time-dependent perturbation
theory applies. In this case, cþðT;ΔÞ ≈

R
T
0 e−iΔtdEjðtÞdt.

Hence the spectral line shape PþðΔÞ, found by tuning B
around B0, is determined simply by the Fourier transform
of the E-field pulse. Another simple case arises for α ¼ 0 at
exact resonance, Δ ¼ 0. Here, the population transfer is
given by the Rabi flopping formula: Pþ ¼ sin2ðΘ=2Þ,
where Θ ¼ R

T
0 2dEjðtÞdt is the effective pulse area [22].

We use this behavior to measure the values of d.
Before entering the main interaction region (IR) where

B and E fields are applied, BaF molecules in a pulsed
molecular beam cross a cw laser beam. This laser serves to
deplete one jψþ

↑ ðmN ¼ 0; mIÞi sublevel, by optical pumping
via the short-lived A2Π1=2 state [23]. The same transition is
excited in a detection region downstream from the IR,
≈260 cm from the molecular beam source, by a second laser
beam. This excitation beam is also overlapped with a third
laser beam, tuned to theA −D2Σþ transition [23].Molecules
entering in the jψþ

↑ ðmN ¼ 0; mIÞi state are excited to the D
state and subsequently decay to the X state, emitting fluores-
cence that is counted with a photomultiplier. The molecular
beam is collimated to the radius ρmax ≈ 0.63 cm. The
depletion laser beam can be shuttered; under this condition,
the signal is N0 ≈ 30–100 counts=pulse, at R ¼ 5–10 Hz
repetition rate. The molecules have mean velocity
v̄ ¼ 616 m=s, with FWHM spread δv=v̄ ¼ 7%.
A superconducting (SC) solenoid provides the B field in

the IR. The field is shimmed for homogeneity by using a set
of five SC and 14 room temperature (RT) gradient coils.
Initially, the field is mapped with an array of 32 NMR
probes [24] surrounding the IR; each measures B with
precision δB=B ∼ 10−8. Next, currents are applied to the
shim coils to minimize the rms deviation among the probes.
Final adjustments are made by using data from a similar
probe translated along the molecular beam path (while not
under vacuum). Afterwards, typically δB=B ≲ 10−7 over
the IR volume, so that δΔ0 ≲ 1 kHz. One RT coil provides
a uniform field used to tune B; its value is monitored
continuously with one probe from the array.
The E field in the IR is generated by voltages applied to

R ¼ 1.26ð1Þ cm radius tubular electrodes centered on and
stacked along the magnet axis ẑ. The electrodes at the ends
of the IR are long unbroken tubes, so that E ¼ 0 except in a
region of length LE ≲ 8 cm around the center of the
magnet. The field distribution Eðρ; zÞ can be found ana-
lytically from the applied voltages VðR; zÞ.
With the depletion laser present, the probe signal

nominally appears only due to Stark-induced mixing with
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FIG. 1 (color online). Level crossings in 138BaF. Up- (down-)
sloping levels belong to the even- (odd-) parity N ¼ 0 (N ¼ 1)
rotational level. Kets label the approximate quantum numbers
jmS;mI; mNi. Letters label each crossing where levels can be
mixed via the Stark effect.
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the thermally populated jψ−
↓ðm0

N ¼ 0; m0
IÞi state. In prac-

tice, there is a small residual signal (5%–10% of N0)
even with E ¼ 0. This background is accounted
for by defining SðEÞ, the state transfer efficiency (STE),
as SðEÞ ¼ ½NðE; oÞ − Nð0; oÞ�=½Nð0; cÞ − Nð0; oÞ�. Here
NðE; sÞ is the number of detected counts with electric field
E and the depletion laser shutter s open (o) or closed (c)
[N0 ¼ Nð0; cÞ]. If the molecular beam flux is constant for
the various measurements, SðEÞ ¼ Pþ. To minimize the
effect of drifts in the flux, we take data with E on or off and
s ¼ o=c, for groups of 10–20 consecutive pulses.
For most data, E was produced by applying a single

step in voltage V at the center of the IR (z ¼ 0), so that
VðR; zÞ ¼ V0sgnðzÞ. For this configuration, the axial Ez
field near ρ ¼ 0 is well approximated by simple functions
such as a Gaussian or a sech. We describe the field as
Ezðρ; zÞ ≈ E0sechðz=σzÞ, where σz ≅ 0.479R and E0 ≅
1.348V0=R. Molecules with velocity v experience a tem-
poral field pulse EzðtÞ ≈ E0sechðt=σtÞ, where σt ¼ σz=v.
Since the velocity distribution is narrow, σt ≈ σz=v̄ for all
molecules. This results in the spectral line shape PþðΔÞ ¼
sin2ðΘÞsech2ðΔ=σΔÞ, where σΔ ¼ 2=ðπσtÞ [25]. A typical
level-crossing spectrum under these conditions is shown
in Fig. 2(a).
For the same configuration of voltages, transverse

electric fields Eρ are also present off axis; for ρ ≪ R,
Eρðρ; zÞ ≈ ðE0=2Þðρ=σzÞsechðz=σzÞ tanhðz=σzÞ. Molecule
trajectories in the collimated beam are very parallel to ẑ,
so for each molecule ρ ≅ const and EρðtÞ has the form of a
bipolar pulse, EρðtÞ ∝ ρ sechðt=σtÞ tanhðt=σtÞ, whose mag-
nitude varies widely across the ensemble of molecules.
For weak excitation, this yields a spectral line shape
PþðΔÞ ∝ Δ2sech2ðΔ=σΔÞ. We observe line shapes of this
type at level crossings with Δm ¼ �1. With reasonable
inferences about the centration of the IR relative to the
collimating apertures (and hence the distribution of mol-
ecules in ρ), we reproduced the observed line shape at these
crossings [Fig. 2(b)]. A bipolar pulse of similar form is
required to measure PV interactions in this system [3].

For measuring PV, the narrowest spectral lines are
desired [3]. To this end, we extend the E-field region by
inserting five electrode rings of length Li ¼ 1.40 cm
between the long tube electrodes and apply voltages in
equal steps from þV0 to −V0 across this stack. The
resulting profile of Ezðρ ¼ 0; zÞ is roughly a square pulse,
with amplitude E0 ≈ 2V0=ð5LiÞ and edges decaying over a
distance δz ≈ σz. Figure 2(c) shows the spectrum measured
in this configuration. The good agreement of the data with
the predicted line shape indicates that any additional
broadening due to B-field inhomogeneities is negligible.
The FWHM linewidth δΔ≃ 2π × 6 kHz sets the natural
scale of energy resolution for this system; it corresponds
to interaction time T ¼ 2π=δΔ ≈ 150 μs ≈ ð5Li þ 2σzÞ=v̄
for molecules in the E field.
At each crossing, we determine the transition dipole

moment d by mapping signal size on resonance as E is
varied (Fig. 3). For Δm ¼ �1 crossings, the large inho-
mogeneity in Eρ-field amplitude across the molecular
ensemble leads to large uncertainties in d. Our measured
values agree well with calculations based solely on the
precisely known molecular constants (Table I). Agreement
is best on transitions with Δm ¼ 0 and large jdj, where
effects due to the polarizability α are smallest.
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FIG. 2 (color online). Level-crossing line shape data (points) and predictions (curves). (a) Single-step potential and Ez field at a
Δm ¼ 0 transition. (b) Single-step potential and Eρ field at a Δm ¼ 1 transition. (c) Seven-step linear potential and Ez field at a Δm ¼ 0
transition. Insets show the relevant component of E vs z position, with identical z scales. Predicted line shapes include effects of
molecule distributions in ρ and v and, for (b) only, IR centration and the polarizability α (see Fig. 4).
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FIG. 3 (color online). Rabi flopping behavior on crossing A.
The fit includes the effect of the measured velocity distribution,
which accounts for the contrast decay as E increases. The only
free parameter in the fit is the dipole matrix element, determined
here as dA ¼ 3.36ð4Þ kHz=ðV=cmÞ.
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At high values of E, we frequently observed distortions
of the line shape. These effects arise from the differential
polarizability α in combination with the time-varying
E field. Values of α are calculated by diagonalizing
H0 þHZ þHS and extracting levels shifts vs E. To
determine α experimentally, we fit line shapes and positions
to a numerical integration of the Schrödinger equation. An
analytic solution exists for a weak Gaussian E-field pulse,
for detunings such that the maximum Stark shift brings the
states near to crossing (so only the quadratic part near the
peak of the pulse contributes significantly to the state
transfer). Consider a pulse EðtÞ ¼ E0 exp ½−ðt=σtÞ2� and a
total detuningΔðtÞ≅Δ0 þβt2, whereΔ0 ¼ Δ0ðBÞ − ΔStðEÞ
and β ¼ 2ΔSt=σ2t ; here ΔSt ≡ −αE2

0=2 is the maximum
Stark shift. When jΔ0j ≪ jΔStj, the state amplitude after the
pulse is

cþ ∝ exp

�
ΦΔ0

ΦS

�
Ai

�
Φ−1=3

S

�
ΦΔ0

−
ΦS

2
þ 1

ΦS

��
: (4)

Here ΦΔ0
¼ Δ0σt and ΦS ¼ 2ΔStσt are measures of the

phase accumulated by the states during the pulse due to the
unperturbed energy difference and the Stark shift, respec-
tively. The oscillations in the spectrum described by the
Airy function arise because this system is a type of
Landau-Zener-Stückelberg (LZS) interferometer [26,27].
The time-varying Stark shift can cause the levels to cross
at two values of t (for α < 0 as here, this requires
0 < Δ0 < −ΔSt). At each crossing there is a small LZ
transition amplitude, while between crossings the states
accumulate differential phase Φ that depends on Δ0 and
ΔSt. When Φ ¼ ð2nþ 1Þπ, the transition amplitudes
destructively interfere, yielding a zero in the signal.
Typical line shapes are shown in Fig. 4. The calculated
and measured values of α agree well (Table I).
After accounting for shifts due to α, we determine values

of B0 for all observed level crossings and compare them
to values calculated by numerical diagonalization of
H0 þHZ. The parameters grot and g⊥ were varied to

optimize the agreement (Table I). The rms deviation of
measured and calculated values is σB0

=B0 ≈ 15 ppm. This
is substantially outside the range of experimental error
and of uncertainties from the molecular constants (each
≈0.5 ppm). Allowing the values of b and c to vary far
outside their stated range of uncertainty [15] dramatically
improved the fit (to σB=B ≈ 0.5 ppm). We suspect this may
indicate the need for additional terms in HZ, as discussed
for the case of 2Π states in Ref. [28]; however, such an
analysis is outside the scope of this paper.
Finally, we consider the implications of these results for

measurements of PV interactions. The energy resolution
achieved here makes it possible to estimate the sensitivity
of such an experiment. The matrix elementW of a NSD-PV
interaction that connects crossing levels can be measured
with statistical uncertainty as small as δW ¼ 1=ð2T ffiffiffiffiffiffiffiffi

Ntot
p Þ,

TABLE I. Comparison of data with calculations for all level crossings in 138BaF. m (m0) is associated with jψþ
↑ i (jψ−

↓i). Values for B0

are in Gauss; here “Fit” indicates that g factors were optimized, with best values grot ¼ −0.048, g∥ ¼ −2.00197, and
ðg∥ − g⊥Þ ¼ −0.005 94. Values for d are in kHz=ðV=cmÞ; for α in kHz=ðV=cmÞ2. Missing entries were not determined.

Crossing B0-4600 jdj d α

X m m0 Meas. Fit Meas. Calc. Meas. Calc.

A 1 1 04.841(2) 04.777 3.36(4) −3.42 −0.09
B 1 0 16.136(2) 16.050 3.40(50) −4.70 −0.21
C 1 0 −0.07
D 0 1 −0.02
E 0 0 21.259(2) 21.240 0.114(5) −0.15 −0.20ð2Þ −0.21
F 0 0 28.214(2) 28.278 3.53(3) −3.50 −0.09
G 0 −1 38.671(2) 38.667 0.60(10) −0.96 −0.10
H 0 −1 40.069(2) 40.178 3.40(40) −4.50 −0.21ð2Þ −0.21
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FIG. 4 (color online). Level-crossing spectra with the polar-
izability effect evident. Data are shown for crossing E, where the
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large E. Curves, calculated with optimized values of d and α,
include effects from finite spatial and velocity distributions and
imperfect IR centration. Insets show the evolution of the crossing
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where T ≈ 150 μs is the interaction time and Ntot is the
total number of detectable molecules [3]. Our observed
count rate dN=dt ¼ RN0 ≈ 500=s corresponds to
δW ≈ 2π × 0.1 Hz in 24 h of integration. This would be
sufficient to measure, with ≤ 20% precision, the NSD-PV
effect predicted in at least 20 molecular species for their
relevant isotopes; e.g., in 137BaF, W ≈ 2π × 5 Hz [3,29].
We also note the implications of our slightly imperfect

understanding of the full Hamiltonian for this system. From
a perturbative description of the molecular states, we find
that any small additional terms in HZ that might be needed
to explain the deviations between observed and predicted
level-crossing positions could affect the molecular eigen-
state composition by no more than 10% (and typically
much less). Hence, such additional terms, although suffi-
cient to shift the positions of level crossings well beyond
our resolution, cannot cause changes in the NSD-PVmatrix
element W larger than this. This level of uncertainty is
comparable to that expected in any case from imperfect
knowledge of electronic and nuclear structure [3].
Nevertheless, an understanding of the deviations between
observed and predicted level-crossing positions would, of
course, be desirable and will be the subject of future
investigations.
Altogether, the results reported here demonstrate the

level of understanding and control needed to exploit this
promising type of system for the study of NSD-PV effects
such as those due to nuclear anapole moments [3].
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