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We have employed fast electrons produced by intense laser illumination to isochorically heat thermal
electrons in solid density carbon to temperatures of ∼10 000 K. Using time-resolved x-ray diffraction,
the temperature evolution of the lattice ions is obtained through the Debye-Waller effect, and this
directly relates to the electron-ion equilibration rate. This is shown to be considerably lower than
predicted from ideal plasma models. We attribute this to strong ion coupling screening the electron-ion
interaction.
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Solid density carbon with pressures above one megabar
and temperatures in the thousands of kelvin lie in the warm
dense matter (WDM) region, which sits between the
traditional solid state and the high-temperature plasma
domains. Expansion techniques are no longer applicable
and neither the kinetic nor the potential energy can be
treated perturbatively; as such, the phase diagram of carbon
is still largely unknown for both the highly excited solid [1]
and fluid phases [2]. These extreme matter states are highly
relevant to the understanding of the evolution and the
structure of large planets and compact objects [3–7], as well
as for inertial confinement fusion experiments [8,9],
equation of state, and opacity models [10].
WDM states are created in the laboratory using lasers or

pulsed power machines [11] and result in a system of
highly coupled ionic liquids immersed in a partially
degenerate electron sea. On short time scales, due to the
preferential and rapid heating of one subsystem (electrons
or ions, depending on the details of the excitation mecha-
nism) over the other, there is no guarantee that the matter
will be in thermodynamic equilibrium. Indeed, such is the
rate of heating that a nonequilibrium theory of plasmas
would be best suited for analysis, although the rapid
equilibration within the subsystems means two-temperature
models are a viable approach [12]. Relatively few experi-
ments have attempted to measure relaxation rates [13–16],
and they seem to indicate relaxation times that are much
longer than those predicted by ideal or nearly ideal plasma
models [17,18]. This behavior, which essentially suggests a
weak energy coupling between electrons and ions, has been
attributed to the excitation of collective modes that screen

the electron-ion potential, and thus reduce the energy
transfer [19–22]. Depending on the exact implementation
of such coupled-mode theories, relaxation times between 1
and 2 orders of magnitude smaller than that produced by
the ideal Spitzer-Brysk model [17,18] have been predicted.
Experimental verification is thus essential, and, at the same
time, knowledge of the times over which the energy
relaxation processes occur is of fundamental importance
in any WDM work.
Here we focus our work on graphite, which has the

highest electron mobility and thermal conductivity of any
bulk material, and displays unique electronic [23] and
phonon properties [26]. It also exhibits exceptionally low
relaxation rates [16,24,26–32] that disagree with current
theoretical models [27]. However, in the interpretation of
the experimental data, uncertainties remain in disentangling
the excitation mechanism with the relaxation pathways.
While the overall energy transfer between electrons and
ions is slow, a strong interaction between the excited
electrons and high energy (∼200 meV) coupled optical
phonons can still occur [26]. Although previous experi-
ments have investigated lattice temperature in weakly to
moderately driven systems (e.g., [16,24,25]) these utilized
different methods of heating, with either direct coupling of
a pump laser to optical phonons (see, e.g., Ref. [26]) or a
high energy proton beam [16]. Here we present the results
of an experiment where a graphite sample has been heated
to very high temperatures by a fast electron beam, but
preserving the initial lattice structure. This allows us to
investigate electron-phonon coupling in the high-temperature
limit, that is, near melting. Energy deposition by fast

PRL 112, 145005 (2014) P HY S I CA L R EV I EW LE T T ER S
week ending

11 APRIL 2014

0031-9007=14=112(14)=145005(5) 145005-1 © 2014 American Physical Society

http://dx.doi.org/10.1103/PhysRevLett.112.145005
http://dx.doi.org/10.1103/PhysRevLett.112.145005
http://dx.doi.org/10.1103/PhysRevLett.112.145005
http://dx.doi.org/10.1103/PhysRevLett.112.145005


electrons also avoids many issues related to laser heating of
solids, e.g., direct coupling of the laser light to phonon
modes and inhomogeneous heating. Moreover, electron
heating occurs on times shorter than in the case of proton
driven samples, and the stopping power is very different in
the two cases.
The experiment was carried out at the PHELIX Laser

Facility at the GSI Helmholtz Institute (Darmstadt,
Germany). Figure 1 shows the schematic of the experiment.
A 0.7 ps long laser pulse delivering 80 J of energy was split
into two equal arms, with one focused onto a 200 μm thick
Ti substrate with the rear surface coated with a 50 μm thick
highly orientated pyrolytic graphite layer. The presence of
the Ti substrate enables the electrons to isochorically heat
the graphite while preventing direct illumination from the
laser. The interaction drives a nonthermal fast electron
current through the target. These electrons are accelerated
by the radiation field of the laser pulse and can reach
energies of the order of 1 keV to several MeV [33]. The
background thermal electrons in the solid target respond to
this fast electron current by setting up resistive electric
fields and strong return currents. Through a process of
collisions and Ohmic heating, the fast electron population
loses energy to the surrounding material.
The high energy electrons that are accelerated through

the solid target also produce intense x-ray and vacuum
ultraviolet emission, primarily through bremsstrahlung
radiation and K-shell ionization. The resulting Ti K-shell
line emission was collected with an absolutely calibrated,

toroidally bent spectrometer [34,35] and used to infer the
single shot properties (spectral temperature, angular diver-
gence, and absorbed laser energy) of the fast electron
population [36–38].
The second laser beam is delayed by a varying amount

(0–1000 ps) with respect to the first and irradiates a copper
foil acting as a short pulse source of 8 keV Cu-Kα line
radiation (see Fig. 1). The x rays diffract off the graphite
layer at a Bragg angle of 13.3° onto an image plate detector
placed 100 mm away. The magnification of the setup was
38. The copper foil is tilted edge-on with respect to the
sample in order to reduce source broadening. The temper-
ature of the graphite ions is related to the intensity of the
Bragg scattered x rays via the Debye-Waller effect:
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where Ti is the ion temperature, M is ion mass, TD the
Debye temperature, and k the scattering wave vector. This
relation shows that there is a reduction in the scattered
intensity due to increased thermal vibrations of the atoms
around their equilibrium lattice sites [39]. A value of TD ¼
800 K was extracted from density functional theory cal-
culations and shown to have little variation with electron
temperatures in the range considered in our experiment
[16]. Figure 2 shows the decrease in the measured intensity
of the scattered x rays across the surface of the graphite
sample for two different time delays. As the electrons
transfer their energy to the ions, the ion temperature
increases, and a more pronounced reduction in the dif-
fracted intensity becomes apparent in the data.
The experimental data showing the increase in ion

temperature over time can be fitted with a simple two-
temperature model:

Ce
∂Te

∂t ¼ ∇ðKe∇TeÞ − gðTe − TiÞ þ SeδðtÞ; (2a)

Ci
∂Ti

∂t ¼∇ðKi∇TiÞ þ gðTe − TiÞ; (2b)

whereCe (Ci) is the electron (ion) specific heat capacity,Ke
(Ki) is the electron (ion) thermal conductivity, and Se is the
Ohmic heating term due to the return current. Here we
assume that heating occurs over a much shorter time (of the
order of the laser pulse duration, 0.7 ps) than the time scale
for electron-ion equilibration. This also agrees with a
resistive skin time of ∼1 ps across 50 μm graphite. The
temperature-dependent heat capacities of the electrons and
ions were obtained from density functional theory calcu-
lations [2,16]. The thermal conductivity term can be
neglected in this case as thermal diffusion occurs on a
microsecond time scale and radiative transport is negligible
at these temperatures (see the Supplemental Material [40]).

FIG. 1 (color online). Schematic of the experimental setup. The
experiment was performed at the PHELIX Laser Facility, GSI
Helmholtz Facility, Germany. The 80 J, 0.7 ps beam at the
fundamental wavelength λ0 ¼ 1054 nm was split into two arms
in a pump-probe configuration. To heat the graphite sample, 50%
of the energy was delivered onto the titanium substrate with a
30 μm focal spot. The fast electron distribution heats the graphite
attached to the rear of the sample. The remaining energy was
focused between 0 and 1000 ps later with a 30 μm focal spot onto
a copper foil to generate Cu-Kα probe x rays. The copper foil is
angled with respect to the target to reduce the source size. An
image plate detector was placed 100 mm away from the graphite
sample at 13.3° to detect the Bragg diffracted light.
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The transfer rate is set by the coupling constant g. This
method allows the complexity of the physical system to be
contained within a single parameter. The coupling constant
is a quantity that is difficult to estimate from first principles
as it depends on the interaction dynamics of the electron
and phonon subsystems. Within the two temperature
model, g and Se are chosen as fitting parameters such that
the predicted ion temperature in the graphite sample
reproduces the measured reduction in the Bragg peak
intensity. The best fit, by matching the ion temperature
at the center of the heated region, is found to be a coupling
constant of g ¼ ð0.15–0.25Þ × 1016 WK−1m−3 and a
source energy density of Se ¼ 6–8 Jmm−3, as shown
in Fig. 3.

In addition to fitting the two-temperature model to the
experimental ion temperature, the source term can be
calculated from the Ti K-shell emission. This was achieved
by modeling the energy deposition throughout the sample
using the 3D hybrid code ZEPHYROS [41]. Here, the fast
electrons are treated as macroparticles as in a typical
particle-in-cell code, while the background electrons and
ions are modeled as a fluid. The resistivity is handled
within a reduced Lee-Moore model [42] and matches
published values for room-temperature graphite [43,44].
ZEPHYROS also includes a K-shell photon emission rate
[45]. In this way, the initial fast electron population is
varied until the predicted K-shell emission from the
simulation matches the experimental result (see Fig. 4
for details). It has been shown that the absorbed energy,
spectral temperature, and divergence angle can be uniquely
identified using this method [36]. The source term for
the two-temperature model found through this method
is Se ¼ 6.9 Jmm−3, which is in agreement with the
value found through fitting the data. With this spatially
dependent source term from ZEPHYROS, we can plot the
predicted intensity drop across the back surface at different
times after heating; see Fig. 2. We find good agreement
between simulation and experiment for a coupling
constant g ¼ 0.2 × 1016 WK−1m−3.
Because of the complexities associated with short pulse

laser irradiation and fast electron transport, the assumption
that the heating is uniform and instantaneous should be
discussed. The intense fast electron current in the target
produces large magnetic and electric fields that can
complicate the analysis through magnetic focusing, the
formation of resistive current loops, and large-scale insta-
bilities arising from a varying resistance with temperature

N
or

m
al

iz
ed

 In
te

ns
ity Delay=75 ps

Absorbtion=15 %
Temperature=1.25 MeV
Angle=78

Delay=500 ps
Absorbtion=19 %
Temperature=1.30 MeV
Angle=79

FIG. 2 (color online). Experimental data showing the reduction
in intensity of Bragg scattering from the surface of the graphite
(solid lines) for two different delays of 75 and 500 ps.
Experimental error bars are represented by the shaded region.
The dashed line shows simulation results taken from the
ZEPHYROS fast electron code applied to the two-temperature
model with a coupling constant of 0.2 × 1016 WK−1 m−3. Also
shown are the calculated absorption, temperature, and divergence
angle of the fast electron distribution through comparison with
the emitted Ti K-shell line emission.

FIG. 3 (color online). Time evolution of the electron (blue
dashed line) and ion (red dotted line) temperatures using a
coupling constant g ¼ 0.2 × 1016 WK−1 m−3 and source term
Se ¼ 7 Jmm−3. The points represent the experimentally mea-
sured ion temperature. The shaded region represents varying the
source term from 6 to 8 Jmm−3.
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[46,47]. As shown in the Supplemental Material [40], these
effects remain small in our experiment, and thus the
assumption of uniform and instantaneous heating is sound.
This is supported by the measurement of the Ti-Kα
emission from the rear surface of the sample (see
Fig. 4), showing a smooth intensity distribution of the line
emission across the transverse direction.
In order to compare with previously published data, we

use the dimensionless parameter λ that is related to the
coupling coefficient by g ¼ 3λℏCehω2i=πkBTe, where
hω2i ≈ T2

D=2 [48]. This gives λ ∼ 0.03, a value that is
considerably closer to room temperature graphite [26,27]
(λ≲ 0.2) than to values reported for metals and plasmas.
However, our result is almost an order of magnitude less,
suggesting the relaxation pathway is inhibited by the highly
nonequilibrium conditions. Near room temperature, lower λ
values in semimetals are attributed to a small density of
states at the Fermi energy, an argument that does not hold
here due to the high electron temperatures (Te ∼ 10 000 K).
This suggests a more complex energy pathway in warm
dense graphite which acts as a barrier to relaxation.
Our present results are in good agreement with the

energy relaxation time scale inferred from experiments
where the graphite was heated by proton beams instead of
fast electrons [16]. There a coupling constant of g ¼ 0.54 ×
1016 WK−1 m−3 was found. This suggests that the energy
equilibration is independent of the details of the heating
mechanism.
There is still much debate over energy relaxation in

highly nonequilibrium materials particularly when related
to the formation of WDM states. The experimental diffi-
culties in creating these states and measuring ion temper-
atures within dense matter systems means that only a few
data points exist. Previous experiments performed on warm

dense silicon and aluminum samples also suggest a very
low coupling parameter [13,15] of the order of
1016 WK−1 m−3. Such processes may thus be character-
istic of all warm dense matter states.
To explain these experimental results, it was proposed

that the effective electron-ion interaction is suppressed by
virtue of a dynamical coupling of electron and ion modes
[20–22,49]. This experiment conclusively shows the need
for improved models for energy relaxation in this warm
dense regime, either through theoretical models involving
coupled ion modes or numerical modeling such as
Monte Carlo or particle-in-cell simulations. Moreover,
we can expect that such low equilibration times in dense
plasmas could lead to changes in other transport quantities,
such as the optical conductivity and opacities, which may
have a number of important implications ranging from the
laser processing of materials and inertial confinement
fusion [19] to the cooling rates of white dwarf stars and
neutron stars [3,7].
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