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We have employed intense, single-cycle THz pulses to explore strong-field ionization of low-lying Na
Rydberg states in the low-frequency limit. At the largest fields used, F≃ 430 kV=cm, electrons with
energies up to 60 eVare created. The field ionization threshold is greater than expected for adiabatic “over-
the-barrier” ionization and is found to scale as n−3. In addition, for a given field amplitude, higher energy
electrons are produced during the ionization of the most tightly bound states. These observations can be
attributed to the suppression of scattering from the nonhydrogenic ion core, the long times required for
Rydberg electrons to escape over the barrier in the field-dressed Coulomb potential, and the failure, in the
single-cycle limit, of the standard prediction for electron energy transfer in an oscillating field. The latter,
in particular, holds important implications for future strong-field experiments involving the interaction
of ground-state atoms and molecules with true single-cycle laser fields.
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The exaggerated properties of Rydberg atoms, including
small binding energies, high state densities, and long time
scales, make them excellent systems for exploring atomic
ionization dynamics in pulsed and oscillating fields [1].
A variety of field-ionization mechanisms have been identi-
fied in the rf [2–8], microwave [2,10,11], and THz [12]
spectral regions. Different mechanisms dominate the ioniza-
tion process in different regimes, delineated by comparing
the time and frequency scales in the field to the corresponding
natural atomic scales. Measurements of requisite ionization
fields versus n identify boundaries between ionization
regimes, and play a key role in the discovery of new
ionization pathways. In the long-pulse and low-frequency
regime, over-the-barrier (OTB) ionization involving little
or no energy transfer from the field to the electron occurswith
an n−4 threshold field scaling [1,3–5]. Conversely, in a short
unipolar pulse, ionization occurs by impulsive energy trans-
fer to the electron, requiring a larger field proportional
to n−1 [7–9]. More complex dynamics are reflected in other
n dependencies, e.g., n−5 [10] or n−2 [12]. Beyond funda-
mental interest, insights gleaned from Rydberg atom
measurements play an important role in understanding
strong-field processes involving ground-state atoms or mol-
ecules, from tunneling or over-the-barrier ionization [13], to
nonadiabatic ladder climbing [14,15], to the development
[16–18] and refinement [19] of the simpleman’s model of
energy transfer to electrons in an oscillating field.
Here we describe experiments in which single-cycle THz

fields (see Fig. 1) are used to ionize atoms in low-lying
Rydberg states of Na, 6 ≤ n ≤ 15. The field period (and
duration), T ≃ 4 ps, is longer than the Kepler period,
τK ¼ 2πn3, and the field frequency ω≃ 0.20 THz is less
than the spacing between adjacent n states,ΔEn ≃ 1=n3, for
all levels studied [20]. Thus, based on these atomic scales,
the experiments fall in the low-frequency, long-pulse

regime [21]. Surprisingly, we find that the threshold fields
are greater than expected for adiabatic ionization, and scale
as n−3 rather than n−4. Classical simulations reproduce the
observed scaling, attributing it to both the suppression of
nonhydrogenic core scattering and the long times, > τK ,
that electrons require to travel over the saddle point in the
field-dressed Coulomb potential.
The electron energy distributions also suggest new

physics associated with the single-cycle nature of the
ionizing field. We find, counterintuitively, that electrons
originating from the most tightly bound Rydberg states
leave the atom with the greatest energies. Moreover, in spite
of the fact that field-driven, high-energy electron back-
scattering [23–25] does not occur in the single-cycle field,
the electron energies can significantly exceed the simple-
man’s prediction ΔEmax ¼ 2Up for the maximum allow-
able energy transfer in the absence of rescattering. Here
Up ¼ F2

max=4ω2 is the pondermotive energy of a free
electron in an oscillating field with peak amplitude Fmax
and frequency ω. These observations reflect the failure of
two standard tenets of strong field energy transfer which, in
turn, will have a substantial impact on experiments that
require distinguishability of direct and rescattered electrons
in intense single-cycle laser fields.
In the experiment, Na atoms in a thermal beam in

vacuum are laser excited to nd Rydberg states at the center
of a time-of-flight (TOF) spectrometer using two, 5 ns dye
laser pulses. The Rydberg atoms are then exposed to an
intense single-cycle THz pulse. The Naþ ion or electron
yield is measured as a function of the peak THz field. Ions
produced in the interaction region are pushed toward a
microchannel plate detector by a small ≃50 V=cm field
pulse applied to the interaction region. The energy distri-
bution of electrons ejected toward the microchannel plate is
determined from their TOF.
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The two dye lasers, which are pumped at a 15 Hz
repetition rate by the harmonics of a Nd:YAG laser, are
collinearly polarized along the spectrometer axis and
sequentially excite 3s ground-state atoms, through an
intermediate 3p1=2 level, to the nd Rydberg state of interest.
The lasers are focused by 50 cm lenses and enter the
interaction region at right angles. The THz pulse arrives
∼20 ns after the Rydberg excitation.
The intense THz pulses are generated in LiNbO3 via

optical rectification of 150 fs, 790 nm, 20 mJ, Ti:sapphire
laser pulses. A tilted-pulse-front-pumping scheme enhan-
ces the optical to THz conversion efficiency [26,27]. The
THz intensity is varied using a variable attenuator com-
posed of two wire-grid polarizers. Two off-axis parabolic
mirrors are used to focus the THz beam into the interaction
region [Fig. 1(c)]. The dye laser and THz beams cross at
∼45 deg angles and have parallel linear polarizations. The
≈2 mm diameter of the focused THz beam is much greater
than that of either dye laser. Thus, the THz field is uniform
over the Rydberg excitation volume.
Prior to the ionization experiments, we measure the THz

waveform in the interaction region using photoelectron
“streaking” [28,29]. The second dye laser is replaced by a
150 fs, 395 nm frequency-doubled Ti:sapphire laser pulse,
which ionizes atoms in the 3p1=2 level, creating ∼100 meV
photoelectrons. The momentum transfer Δp from the THz
field to the photoelectrons is determined from the electron
TOF as a function of the delay t0 between the ionization
and THz pulses. The 45 deg crossing angle between the
THz and ionization pulses limits the temporal resolution to
∼400 fs. As shown in Fig. 1, Δp can be substantial, with a
maximum energy transfer of 100 eV.

Relative to the THz duration, a photoelectron spends
an insignificant amount of time near its parent ion where
the Coulomb field is non-negligible. Thus, the integrated
influence of the Coulomb field on the continuum electron
is negligible compared to the effect of the strong THz
pulse [19]. To an excellent approximation, Δpðt0Þ ¼− R

∞
t0
FðtÞdt ¼ α½Að∞Þ − Aðt0Þ� where FðtÞ and AðtÞ are

the THz field and vector potential, respectively, and α is the
fine-structure constant. Inspection of Fig. 1(a) shows that
Δp ¼ 0 for large negative and large positive delays [30].
Accordingly, without loss of generality, we can define
Að−∞Þ ¼ Að∞Þ ¼ 0 such that Δpðt0Þ ¼ −αAðt0Þ. This
last expression is the essence the simpleman’s model
[16–18] and can be trivially inverted to give the THz field
FðtÞ ¼ d

dt ðΔpÞ.
The THz field [Fig. 1(b)], derived from the momentum

transfer data in Fig. 1(a), appears as a single-cycle sinewave-
form with a pronounced frequency chirp and an amplitude
asymmetry between the negative and positive half cycles.
The positive half cycle has an amplitude (duration) that is
∼2=3 (∼3=2) that of the negative half cycle. To place the
energy transfer in context with other strong-field experi-
ments, we use the average frequency during each half cycle
to consistently define, Up ∼ 16� 2 eV for both half cycles
of the pulse in Fig. 1(b).
Beyond determining the THz field in the interaction

region, the streaking measurement enables an examination
of energy transfer in the single-cycle limit. Like strong-field
ionization of ground state systems, our continuum electrons
are “born” near the nucleus with approximately zero kinetic
energy. However, unlike a typical ionization experiment,
we control the time of ionization within the waveform. We
find that two tenets of strong-field energy transfer—(i) in
the absence of rescattering the maximum energy acquired
by an electron in an oscillating field is ΔEmax ¼ 2Up, and
(ii) an electron ionized at the peak of an oscillating field
obtains negligible drift energy—do not apply. Currently,
these rules are relied upon to calibrate laser intensities
[31–33], distinguish rescattered from directly ionized
electrons to enable molecular imaging [31,34,35] or mea-
sure the carrier-envelope phase in few-cycle laser pulses
[36,37], or to interpret dynamics relevant to a variety of
strong-field processes [33,38–41]. However, they fail
completely in the single-cycle limit due to the breakdown
of the slowly varying envelope approximation.
In a many-cycle pulse, the extrema of the vector potential

jAmaxj ¼ Fmax=ω occur at the zeros of the electric field, and
A ¼ 0 at the field extrema. However, for a single-cycle sine
wave, jAmaxj ¼ 2Fmax=ω at the zero crossing and jAj ¼
Fmax=ω at the field extrema. Accordingly, ΔE ¼ 8Up and
2Up for ionization at the central zero crossing and field
maxima, respectively. The momentum transfer data in
Fig. 1(a) support these predictions, with a maximum energy
transfer of ð6.2� 1.2ÞUp at the zero crossing and ∼2Up at
the field extrema.

FIG. 1. (a) Maximum momentum transfer from a THz field to
low-energy photoelectrons as a function of delay between the
electron emission and the temporal center of the THz pulse
(points) and FFT filtered data (solid line). (b) Single-cycle THz
waveform derived from raw data (points) and smoothed data
(solid line) in (a). The variation of the data points about the
smooth curve reflects the statistical uncertainty which is ∼10%
near the extrema. (c) Schematic of the THz ionization experi-
ment. DL1 and DL2 denote dye lasers that drive the 3s − 3p and
3p − nd transitions, respectively. The dashed lines across the
THz beam represent wire-grid polarizers.
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We have used the single-cycle pulses to measure the
ionization yield, as a function of Fmax, for a range of states
with n ≥ 5. No ionization from the 5d level was observed.
When the 50 V=cm clearing field is replaced with a
7 kV=cm field-ionization ramp, no population transfer to
bound states with n > 15 is observed for any initial state or
THz field strength, indicating purely adiabatic ionization.
For n ≥ 10, the ionization yield saturates for large THz
fields. Assigning unit ionization probability to this saturated
signal provides the ionizationyield to probability calibration.
Figure 2 shows representative ionization probability

versus Fmax curves for 6 ≤ n ≤ 15. From these data we
define F10% as the peak THz field that produces 10% ioni-
zation for a given n state. Measured values of F10% versus n
are plotted in Fig. 3. Notably, the measured thresholds
differ significantly from those predicted for adiabatic OTB
ionization, exhibiting a novel n−3 dependence rather than
the expected n−4 scaling. The n−3 scaling reflects a sup-
pression of adiabatic ionization for n > 6 due to the short
period and duration of the THz field relative to atomic time
scales distinct from τK .
Adiabatic OTB ionization is energetically allowed pro-

vided F > E2=4, where E is the electron’s energy in the
field. For ground-state atoms, the electron suffers only a
small second-order Stark shift in the field, so E2=4≃
n−4=16≡ F 0. In classical terms, OTB ionization can
proceed provided the electron has sufficient time to
encounter and pass over the barrier while F > F 0. For
ground-state atoms this time is < τK.
The situation is more complicated for Rydberg states [1].

Upon the application of our THz field, the nd states are
projected onto a manifold of Stark states, which have
different dipole orientations and accompanying linear Stark
shifts. For hydrogenic atoms, the saddle point at threshold
is only accessible to the most “downhill” Stark state. When

the negative energy shift of this state is taken into account,
its OTB ionization threshold FH ¼ n−4=9 defines the
minimum field at which ionization can occur. Due to their
orientation, the other Stark states have negligible overlap
with the saddle when F ¼ FH. They require a larger “hole”
in the binding potential and, accordingly, a larger field to
ionize [42].
In nonhydrogenic atoms like Na, Stark states are coupled

by the non-Coulombic potential, and Landau-Zener tran-
sitions between states with different orientations can occur
as the field rises from zero to its maximum [1,5]. Classically,
a bound electron can scatter from one Stark trajectory to
another each time the electron passes near the nonhydro-
genic ion core. If the scattering rate is sufficiently high
compared to the slew rate of the field, the electron can have
zero net Stark shift during the rise of the field. Therefore, it
can ionize at (or near) F 0, as predicted for atoms with no
Stark shift [3].
For the lowest n states studied, the thresholds approach

F 0 ¼ n−4=16, indicating nonhydrogenic OTB ionization
and a core-scattering rate larger than the slew rate of the
THz field. For higher n, the core-scattering rate decreases
and the ionization thresholds rise above F 0. This is
consistent with the transition from non-hydrogen-like to
hydrogenlike OTB ionization observed previously for
ramped-field ionization [5]. In the presence of this effect
alone, we would expect a gradual transition from thresholds
scaling as F 0 at low n to FH at high n. Interestingly, for
the highest n states studied, the ionization thresholds signi-
ficantly exceed FH ¼ n−4=9. The additional ionization

FIG. 2. Measured ionization probability as a function of Fmax
for several nd states. The THz field is calibrated using THz
streaking measurements (Fig. 1).

FIG. 3. Peak THz field required for 10% ionization as a
function of n. (filled circle) Experimental data; (open circle)
CTMC calculation; (dotted line) best fit, n−3=96, to experimental
data; predicted adiabatic ionization thresholds FH ¼ n−4=9
(dashed line) and F 0 ¼ n−4=16 (solid line) for hydrogenic and
nonhydrogenic Rydberg atoms, respectively. The experimental
fields have been scaled by 1.05x to obtain the best agreement
with the calculation. Experimental error bars are comparable to
the size of the data symbols and are not visible for all points.
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suppression is caused by the extended time required for
higher-n electrons to traverse the saddle point in the field-
dressed potential.
For Fmax ≃ F 0, the outer turning point of the downhill

orbit is located near the saddle point at a radius R0 ¼ 4n2.
Thus, the orbit is nearly twice as large as in zero field. For
the states studied, the extra distance the electron must
cover, accompanied with its extremely low radial velocity
between r ¼ 2n2 and r ¼ R0, leads to a nearly fourfold
increase in the orbit period (140 fs and 2.3 ps for n ¼ 6 and
n ¼ 15, respectively). Provided Fmax is above threshold,
ionization is energetically allowed but can only occur if the
electron has sufficient time to traverse the saddle. For n > 6
this dynamical criterion can be satisfied by increasing Fmax,
which in turn (i) increases the interval during which
ionization is energetically allowed, (ii) increases the radial
velocity of electrons traveling towards the saddle, and
(iii) moves the saddle point to smaller r.
The preceding arguments are fully supported by a

classical trajectory Monte Carlo (CTMC) simulation.
The calculation (details in Ref. [12]) assumes an asym-
metric field like that shown in Fig. 1, and a soft Coulomb
potential V ¼ −1= ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2 þ r20
p

to simulate the nonhydrogenic
core. Larger r0 values result in a greater rate of scattering
between Stark states. The computed threshold for n ¼ 15 is
found to be independent of physically reasonable values of
r0 and agrees with the measured value within 5%. With the
field calibration fixed, we adjust r0 to give the best overall
agreement between the simulated and experimental thresh-
olds (Fig. 3). The optimum value r0 ¼ 0.03 is not critical
and reasonable agreement is obtained for 0.01 ≤ r0 ≤ 0.1.
Calculations for n ¼ 20 and n ¼ 5 confirm the further
growth of the suppression at higher n and its disappearance
at low n, respectively.
Figure 4 shows the electron energy distributions produced

during the ionization of several n states for Fmax ¼
430 kV=cm. Counter to expectations for multiphoton or
OTB ionization in a multicycle field, electrons with the
highest energies are produced from states that are more
tightly bound. Perturbatively, for a given multiphoton order,
higher-energy electrons would be produced from the most
weakly bound states. For multicycle OTB ionization, the
most tightly bound states ionize near the peak of the wave-
formwhere the vector potential is small, resulting in reduced
momentum transfer as compared to more weakly bound
states,which can ionize closer to the zero crossingof the field.
As discussed previously, the situation is different for

single-cycle pulses. An electron ionized at a field maximum
in a single-cycle sine wave acquires an energy ΔE ¼ 2Up.
In the same field, an electron in a more weakly bound level
will ionize on the rising edge of the first half cycle, and
ultimately gain less energy from the field. Accordingly, in
units of Up, the maximum energy ΔEmax transferred to an
electron from a given n state should decrease as Fmax is
raised from near, to well above, F10%.

The Fig. 4 inset showsΔEmax (scaled toUp) as a function
of Fmax (scaled to F10%) for n ¼ 7, 11, and 15. The data
shown represent the evolution of analogous results from
low to high n. For low n, with Fmax ≃ F10%, ionization
occurs near, or slightly after, the peak in the second half
cycle such that ΔEmax ∼ 2Up. Since Fmax cannot be
increased sufficiently to saturate the ionization probability
on the rising edge of the pulse, no significant decrease in
ΔEmax is observed for the lowestn states. For intermediaten,
ΔEmax ≃ 2Up for Fmax ≃ F10%, as expected for ionization
near the peak of the second half cycle in the field. ΔEmax
grows for a modest increase in Fmax above F10%, likely due
to the greater probability of ionization between the two
field maximum, i.e., slightly after (before) the first (second)
half cycle. For Fmax ≫ F10%, ΔEmax progressively falls as
ionization occurs ever earlier on the rising edge of the first
half cycle. For high n, energies well above 2Up are obs-
erved for fields near, to moderately above, threshold. We
suspect that this is due to the breakdown of the adiabatic
approximation. Electrons ionizing from these states need
not reverse direction as they move in their extended orbits
over a significant portion of each half cycle of the field.
Accordingly, they can acquire non-negligible energy and
are effectively “born” before passing over the saddle. This
enables them to gain a large kinetic energy from the field,
in spite of the fact that they may not actually traverse the
saddle until after the peak of the pulse.
In summary, we have explored strong-field ionization of

excited atoms using single-cycle THz pulses. We find that
adiabatic over-the-barrier ionization is suppressed due to the
extended times required for high-n electrons to leave the
binding potential, resulting in a novel n−3 ionization-field
scaling. A similar suppression might influence strong-field

FIG. 4. Electron energy distributions (energy-integrated yields
normalized to 1) for different n states ionized by a 430 kV=cm
single-cycle THz field. Inset: maximum electron energy as a
function of Fmax for representative states, n ¼ 7 (filled circle),
n ¼ 11 (open circle), and n ¼ 15 (filled square). Error bars are
smaller than the data symbols.
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ionization of delocalized electrons from largemolecules.We
have also shown that, in contrast to ionization in multicycle
fields, electrons that are ionized near field extrema acquire
substantial energies (∼2Up), and those ionized near the zero
crossing can obtain much larger energies (>6Up), even in
the absence of rescattering. As experimentally available
optical pulses approach the single-cycle limit, the physics
underlying our results will impact the interpretation and
feasibility of measurements involving ground-state atoms
and molecules, particularly those where distinguishing
recollision from directly ionized electrons is important, or
wheremapping electron energy to ionization time is desired.
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