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We propose that embedding silicon nanoparticles (NP) into amorphous, nonstoichiometric ZnS leads to
promising nanocomposites for solar energy conversion. Using ab initio molecular dynamics simulations
we show that, upon high temperature amorphization of the host chalcogenide, sulfur atoms are drawn to the
NP surface. We find that the sulfur content may be engineered to form a type II heterojunction, with
complementary charge transport channels for electrons and holes, and that sulfur capping is beneficial to
lower the nanoparticle gap, with respect to that of NPs embedded in oxide matrices. Our analysis is
conducted using density functional theory with local and hybrid functionals and many body perturbation
theory at the GW level.
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One of the paradigms of making nanoparticle-(NP-)
based solar energy conversion devices is to embed the
NPs in solid matrices to increase the efficiency of charge
extraction and transport [1]. The host matrix can be either
crystalline or amorphous. However, a detailed understand-
ing of the influence of the embedding matrix on the
absorption of sunlight by the nanoparticle and the role
of the nanoparticle-matrix interface remain elusive at
present. A primary concern is the recombination of the
photoinduced electrons and holes. In crystalline solar cells
even ppm concentrations of certain defects and impurities
cause substantial recombination, leading to severe losses of
the energy-conversion efficiency [2]. In NP-based solar
cells defects may be present at the NP-matrix interfaces and
possibly induce excessive recombination, especially given
the large total interfacial area.
One of the design principles to reduce charge recombi-

nation is to spatially separate the photoinduced electrons
and holes. This may be achieved, e.g., by creating a type II
heterojunction between the NP and the matrix, where the
conduction and valence states are localized in different
regions of the nanocomposite, either on the guest NP or on
the host matrix.
Epitaxial quantum dots can be designed to support such

type II band offsets [3], and core-shell NP systems with
type II band alignments have been identified [4,5]. In
addition, quantum-dot sensitized solar cells with type-II
interfaces have been reported in the literature [6–8].
However, in the context of a NP and its embedding matrix,

clear strategies to design band offsets are not yet available.
Moreover, many known matrix-embedded NP systems
form type I heterojunctions with the gap of the NP falling
inside that of the host material. For example, Si NPs
embedded in SiO2 form a type I interface [9–11]. Recently,
we showed that type II interfaces may be realized by strain
engineering when Si-NPs are embedded in amorphous
SiO2 [12]. However, that study was not considering
transport channel optimization.
In this Letter, we report ab initio calculations of the

electronic properties of Si nanoparticles embedded in
amorphous ZnS, using density functional (DFT) and many
body perturbation theory (MBPT). We show that it is
possible to design nonstoichiometric nanocomposites that
exhibit a type II heterojunction at ambient conditions,
unlike bulk crystalline Si and ZnS, with complementary
charge transport channels, for electrons and holes. In
addition, in such nanocomposites the electronic gap of
the Si nanoparticles is reduced compared to that of hydro-
genated Si NPs and Si dots embedded in SiO2 [12]. We
hence propose that Si NPs embedded in II-VI chalcoge-
nides are promising candidates for light absorbers in solar
energy conversion devices.
We carried out density functional theory (DFT) calcu-

lations within the local density (LDA) [13] and PBE0 [14]
approximations, using plane wave basis sets and norm-
conserving pseudopotentials [15] with an energy cutoff of
80 Ry. Geometrical optimizations and molecular dynamics
(MD) simulations were performed at the LDA level, and
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hybrid functionals and MBPT calculations were carried out
using LDA optimized geometries. Ab initio MD and PBE0
calculations were done with the QBOX code [16].
QUANTUM ESPRESSO [17] was used for electronic structure
analyses. Quasiparticle energies within the GW scheme
[18] were obtained employing the approach of Nguyen
et al., which avoids the explicit calculation of empty
electronic states and the inversion of large dielectric
matrices [19,20].
In order to obtain realistic models of Si NPs embedded in

a-ZnS matrices, we first built a periodically repeated cubic
cell of crystalline ZnS in the zinc blende structure, at the
LDA equilibrium lattice constant of Si (5.39 Å). We then
replaced all Zn and S atoms within a given spherical region
by Si atoms. The center and radius of the sphere were
chosen to obtain Si NPs with each surface atom having at
most two Si-Zn or Si-S bonds; this resulted in 1.1, 1.3, 1.6,
and 1.9 nm NPs, denoted as Si35, Si66, Si123 and Si172,
respectively. The Si35 and Si66–172 NPs were embedded in
unit cells corresponding to 216 and 512 atoms, respectively.
Next, the size of the simulation volume was adjusted while
keeping the radius of the Si NP fixed, so as to obtain Si and
ZnS bond lengths equal to their respective equilibrium bulk
values of 5.39 and 5.34 Å. The bond lengths within the
interfacial region were initially set at 5.365 Å, according to
Vegard’s law. Finally, an additional adjustment of the
simulation volume was performed to accommodate the
thermal expansion of Si and ZnS at high temperature,
yielding a volume increase of ∼3.4%. The resulting
configurations were used to start annealing cycles to
amorphize the ZnS matrix, employing ab initio MD.
First, the temperature T of the ZnS matrix was raised
[21] to 2400 K, while keeping the positions of the Si atoms
fixed at their initial coordinates to preserve the integrity of
the NP. This temperature is significantly higher than the
melting point of ZnS (1650 °C to 1900 °C [22,23]), and it is
required to melt ZnS in our small simulation cells, in the
absence of point defects. Upon melting we observed
diffusion of Zn and S atoms. Subsequently, Twas lowered,
and below 600 K, the Si atoms were allowed to move as the
system was cooled further. The entire annealing processes
span 22 and 10 ps for the Si35 and Si66–172 NPs, respectively.
During the annealing cycles, S atoms were drawn to the

Si NP from the matrix, leading to the formation of a sulfur
shell on the nanoparticle surface. We found that the S atoms
within this sulfur shell were threefold coordinated, as
opposed to their fourfold coordination within the matrix.
They formed one S-Si and two S-Zn bonds, leaving two
electrons to form a lone pair state. Such a state is shown in
Fig. 1 for the case of Si35 embedded in Si35Zn81S100.
As S atoms migrated to the Si surface, Zn clusters

formed within the matrix, accompanied by the appearance
of electronic states in the nanocomposite gap; such states
undermine the utility of the system for solar applications
that require the existence of a well defined electronic gap.

To overcome this problem, we generated nonstoichiometric
Zn1−xS1þx nanocomposites by replacing some of the Zn
atoms of the metallic Zn clusters with S atoms and
performing additional annealing cycles. The procedure
was repeated until most Zn clusters were removed. The
resulting nanocomposites are Si35Zn81S100 and
Si123Zn188S201, and they are comprised of three regions:
Si NPs, sulfur shells around the NPs, and an essentially
stoichiometric amorphous ZnS matrix free of Zn clusters.
Figure 2(a) shows the electronic densities of states

(EDOS) of both stoichiometric (dotted lines) and non-
stoichiometric Si-NP=a-ZnS composite structures as a
function of the NP size, computed at the LDA level of
theory. The corresponding gaps of the Si NP are shown in
Fig. 2(b), where they are compared with those of Si dots
embedded in a-SiO2 (Ref. [12]). We observe that the gap of
the Si-NP=a-ZnS nanocomposite is much reduced relative
to the 1.9 eV gap of bulk a-ZnS (also obtained within the
LDA). The gaps quoted here are effective quantities,
defined with an EDOS DðϵÞ threshold,

Z
EF

VBM
DðϵÞdϵ ¼

Z
CBM

EF

DðϵÞdϵ ¼ Δ
Z

EF

−∞
DðϵÞdϵ; (1)

where EF is the Fermi energy of the composite system,
located inside the gap, and Δ is a suitably chosen threshold
parameter to discard midgap states.
The reduction of the gap is crucial for utilizing the Si

nanoparticles for solar energy conversion. While bulk Si

FIG. 1 (color online). Ball and stick representation of a Si
nanoparticle (Si35, gray rods) embedded in an a-ZnS matrix
(Zn81S100), showing the sulfur atoms (yellow spheres) capping its
surface. The highest occupied orbital (whose square modulus is
shown in blue) is localized on the surface layer and composed of
S lone pairs.

PRL 112, 106801 (2014) P HY S I CA L R EV I EW LE T T ER S
week ending

14 MARCH 2014

106801-2



has a 1.1 eV gap that is near optimal for solar applications,
quantum confinement increases the gap to higher values as
the diameter is reduced, with values above 2–2.5 eV for
small NPs (< 3 nm in diameter), making them unable to
absorb the majority of the solar spectrum [24,25].
We now turn to the discussion of the character of

the states at the valence band maximum (VBM) and
conduction band minimum (CBM) of the nanocomposite.
Figure 3(a) shows the total EDOS of a sample with a Si123
NP embedded into a-ZnS. We selected the 1.6 nm Si123 NP
as it is the largest one that fits in our simulations cell, which
still has a reasonably large distance between periodic
replica (9 Å from NP surface to NP surface). We divided
the EDOS into contributions from the NP, sulfur-shell and
matrix spatial regions. We defined two spheres: one
enclosing the Si NP without its capping sulfur atoms
(8 Å) and a second one including the sulfur atoms as well
(10 Å). We then considered three regions: (i) the interior of
the smallest sphere, (ii) a shell with a thickness of 2 Å

between the smallest and the largest spheres, and (iii) the
remaining part of the simulation cell. Each electronic state
ψ j was projected onto atomic orbitals ϕi centered at atomic
positions in the above three regions. The contribution of
each electronic state to the EDOS of each region (Ω)
DΩðϵÞ, was determined as the sum of the projections of the
state (ψ) onto the atomic orbitals (ϕ) in that region, in a
narrow energy interval around ϵ,

DΩðϵÞ ¼
X
j

X
i∈Ω

jhϕijψ jij2δðϵj − ϵÞ. (2)

The projected densities of states are shown in Fig. 3(a),
where energy intervals of 0.1 eV were used. The Figure
clearly shows that the states at the bottom of the conduction
band (CB) are predominantly localized inside the nano-
particle. The first conduction states that reach into the
matrix are located well above the conduction band mini-
mum (CBM). Furthermore, the states at the top of the
valence band (VB) are predominantly localized outside the
nanoparticle.
Further evidence of the respective localization of valence

and conduction band edges is shown in Figs. 3(b) and 3(c),
where we report isodensity plots of the square moduli of
valence and conduction states, integrated over a 0.5 eV
energy interval. These figures show that the electronic
conduction states at the CBM are localized inside the NP.
Further, the hole states at the VBM are extended over both
the S shell and the matrix. This translates into a desired
spatial separation between the photoinduced electrons and
holes, and indicates that electron and hole transport
channels are complementary, thus drastically reducing
the probability of recombination.
To verify the robustness of our results, we repeated some

of our electronic structure calculations for two samples,
Si35Zn81S100 and Si123Zn188S201, using the PBE0 func-
tional and the bisection technique proposed in Ref. [26]; in
the Si35Zn81S100 case we also carried out calculations using
the GW appoximation. We obtained a larger gap of 3.3 and
2.7 eV (PBE0) vs 1.7 and 1.2 eV (LDA) for the
Si35Zn81S100 and Si123Zn188S201 samples, respectively;
we also obtained an essentially rigid shift of the EDOS
of the nanocomposites, both for the valence and the
conduction bands. In addition, we found that also at the
PBE0 level of theory, the state at the CBM is localized on
the nanoparticle and that the VBM is in the host matrix.
While in our LDA and PBE0 calculations we included

the d electrons in the valence, in our GW calculations we
froze them in the core, to reduce the computational effort.
Hence we only use our GW results to discuss qualitative
trends rather than absolute values of eigenvalues and gaps
[27] . Consistent with our PBE0 results, at the GW level we
found a rigid shift of both the valence and conduction band
EDOS, confirming that the results obtained within LDA are
qualitatively robust.

FIG. 2 (color online). (a) Densities of states (EDOS) renor-
malized by the number of electrons in the respective model and
(b) electronic gaps of Si NPs embedded into a-ZnS as a function
of the NP diameter, computed using LDA, as defined by Eq. (1).
The electronic gaps of Si NPs embedded in a-SiO2 (from
Ref. [12]) are shown for comparison.
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Having established the character of the band edges in the
nanocomposite, we computed band offsets using the
methodology described, e.g., in Refs. [28,29], and we
obtained the spatial dependence of the VBM and CBM
energy values as a function of the radial distance from the
NP center. We defined the radial local density of states as

Dðϵ; rÞ ¼ 2
X
n

jψnðrÞj2ðrÞδðϵ − ϵnÞ; (3)

where jψnðrÞj2ðrÞ denotes the density of the nth single
particle wave function averaged on a surface of a sphere
(centered at the nanoparticle center) with radius r. This
allows for the determination of the band edge energy values
as a function of r,

Z
EF

VBMðrÞ
Dðϵ; rÞdϵ ¼

Z
CBMðrÞ

EF

Dðϵ; rÞdϵ

¼ Δ
Z

EF

−∞
Dðϵ; rÞdϵ: (4)

Figure 4 shows the energy values of the VBM and CBM
of the Si123 NP embedded in the a-ZnS, as a function of the
radial distance from the NP center. The CBM outside the
NP is clearly higher than its value inside the NP, by about
0.3 eV. Moreover, the VBM outside the NP is higher than
inside by about 0.15 eV. The same type II offsets were
obtained with GW calculations [30]. We note that the
transition between the bands is sharp and well defined for
the conduction band, whereas it is more gradual for the
valence band. This gradual increase can be attributed to the
electronic states of the sulfur shell. The states induced by
the sulfur shell are almost energetically degenerate with the
VBM states of the ZnS matrix. Thus the occupied states of
the Si NP are located slightly below the ZnS valence band
edge. We verified this interpretation in a graphical manner,

plotting the square moduli of the individual wave functions
(not shown). The results of Fig. 4 confirm those of Fig. 3,
showing a type II interface is formed between the Si NPs
and the a-ZnS matrix.
In summary, using a combination of first-principles

methods, we proposed a strategy to design promising
nanocomposites for solar energy conversion, by embedding
Si NPs in nonstoichiometric chalcogenide matrices. We
found that (i) the embedding of Si NPs into an a-ZnS
matrix lowers their quantum-confinement-enhanced gap
towards values desirable for solar energy conversion,
(ii) using nonstoichiometric host matrices it is possible
to design type II matrix-particle heterojunctions, and

FIG. 3 (color online). (a) Electronic density of states of the Si nanoparticle and host a-ZnS matrix for a sample of Si123Zn188S201,
partitioned into contributions from the nanoparticle, the surface shell (S shell) and the host matrix (a-ZnS). Isodensity plots of the sum of
square moduli of the states at the top of the valence band (blue) and bottom of the conduction band (red) are shown in (b) and (c),
respectively. The sums were performed over an energy interval of 0.5 eV, as indicated by vertical bars in (a).

FIG. 4 (color online). Band offsets between the valence band
maximum (VBM) and conduction band minimum (CBM) of the
Si nanoparticle and host a-ZnS matrix for a sample of
Si123Zn188S201. The NP=ZnS interface is located at 8 Å, while
the cell boundary is located at about 10.8 Å.
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(iii) the band edges of these heterojunctions are localized in
different portions of the nanocomposite—the CBM is on
the NP, while the VBM is in the host matrix, providing the
desired spatial separation between electron and hole states
and possibly facilitating their extraction. Tantalizingly, a
recent experiment has shown that it is indeed possible to
enhance the charge mobility, and thereby the charge
extraction, of NP composites by infilling the internano-
particle space with an appropriate matrix [31]. However,
this experiment considered PbSe NPs and only the electron
mobility was shown to become bandlike. To the best of our
knowledge ours is the first proposed NP composite where
the hole transport channel may show the bandlike charac-
teristics. Work is in progress to investigate mobilities and
study in detail transport processes.
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