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We show that the heavy-fermion compound CeCu2Si2 undergoes a transition between two regimes
dominated by different crystal-field states. At low pressure P and low temperature T the Ce 4f electron
resides in the atomic crystal-field ground state, while at high P or T, the electron occupancy and spectral
weight is transferred to an excited crystal-field level that hybridizes more strongly with itinerant states.
These findings result from first-principles dynamical-mean-field-theory calculations. We predict exper-
imental signatures of this orbital transition in x-ray spectroscopy. The corresponding fluctuations may be
responsible for the second high-pressure superconducting dome observed in this and similar materials.
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CeCu2Si2, the first discovered heavy-fermion
superconductor [1], still generates a lot of interest
due to the peculiar shape of the superconducting (SC)
region in its pressure-temperature (P-T) phase diagram.
Superconductivity in this compound is observed in a wide
range of pressures from 0 to 7 GPa with the SC critical
temperature Tc featuring two maxima: Tc ≈ 0.6 K at
Pc ¼ 0.45 GPa, and Tc ≈ 2 K at P�

c ≈ 4.5 GPa [2–5].
This double-dome shape of the SC region has also been
observed in isoelectronic CeCu2Ge2[6] and differs from the
SC phases in other Ce 122-type compounds (CePd2Si2 [7],
CeRh2Si2 [8]), which exhibit a single-dome SC phase in a
much narrower range of pressures around an antiferromag-
netic (AFM) quantum critical point. By substituting 10% of
Si with Ge one may completely separate the two SC domes
in CeCu2Si2 [9], thus suggesting that the SC domain in pure
CeCu2Si2 is actually a merge of two SC phases with
different origins.
The maximum of the low-pressure SC dome has been

unambiguously related to an AFM quantum critical point
located at Pc. Indeed, specific heat measurements under
small applied pressures in an external magnetic field [10]
reveal that small deviations from the nominal stoichiometry
stabilize either the AFM or SC phases at zero pressure [11].
The SC transition is accompanied by a lowering of the
magnetic exchange energy [12]. It is widely accepted,
based on these observations, that the low-pressure SC
phase is due to spin-fluctuation mediated pairing, similar
to the single-dome SC in CePd2Si2 and CeRh2Si2.
In contrast, no consensual picture has emerged to date for

the pairing mechanism in the high-pressure SC phase.
The AFM order is already suppressed at pressures signifi-
cantly below P�

c, ruling out spin-fluctuation driven SC.

For P≳ P�
c, the effective mass estimated from the ac

specific heat is significantly reduced [13]. The normal-
state resistivity around P�

c is described by ρ ¼ ρ0 þ ATn,
with a large enhancement of ρ0 and a non-Fermi liquid
exponent n ≈ 1 [14]. Recent multiprobe transport measure-
ments clearly revealed the proximity of a critical point close
to P�

c [4,5]. It has been proposed [15] that P�
c is associated

with the critical end point of a first-order valence transition
(VT), and that the associated critical fluctuations may
provide the pairing mechanism in the high-pressure SC
phase [13]. Such a VT, at which the Ce-4f orbital
occupancy nf jumps discontinuously, has been obtained
within a single-band periodic Anderson model (PAM) in
which an additional repulsion between the conduction
electron band and the f orbital is introduced [16].
However, recent x-ray absorption measurements in a wide
pressure range from 0 to 7.8 GPa detected only a smooth
and weak decrease of nf as a function of pressure, without
any marked feature around P�

c [17]. These results are in
clear contradiction to the proposed valence transition and
valence-fluctuation mechanism for SC.
In this Letter, we provide theoretical evidence that P�

c is
actually associated with an orbital transition between two
different crystal-field levels. This conclusion is reached by
performing first-principles calculations of CeCu2Si2 which
combine electronic structure methods [density functional
theory in the local density approximation (LDA)] with a
many-body treatment of the strong correlations in the Ce 4f
shell [dynamical mean-field theory (DMFT)]. We inves-
tigated the evolution of the electronic structure of the
normal paramagnetic state as a function of applied pressure
and temperature in the range 0 < P < 8 GPa,
7 < T < 58 K. Our calculations reveal that while nf
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remains close to unity within the whole range, the occu-
pancies of different crystal-field (CF) levels within the Ce
4f1 multiplet change drastically as a function of P and/or T.
At low pressure and temperature the 4f electron is mostly
located at the ground-state level of the atomic Hamiltonian,
while with increasing P (and T) the electron weight is
transferred to an excited level, which hybridizes more
strongly with itinerant bands. The transition as a function of
pressure becomes more drastic at low temperature, hinting
at a quantum critical point at P ≈ 2.7 GPa, in rather close
proximity to the maximum of the second SC dome. We
show that the low-energy electronic structure is affected by
this orbital transition, with the main Kondo resonance
changing its orbital character. Finally, we predict distinctive
signatures of this orbital transition in nonresonant inelastic
x-ray scattering (NIXS) experiments.
We use a fully self-consistent in the charge density

LDAþ DMFT method [18,19] which combines a full-
potential band-structure technique [20] with the DMFT
[21] treatment of the on-site Coulomb repulsion between
Ce 4f states. The DMFT quantum impurity problem was
solved with the numerically exact hybridization-expansion
continuous-time quantum Monte Carlo (CT-QMC) method
[22], as implemented in the TRIQS [23] package [24].
We calculated CeCu2Si2 in its experimental body-

centered tetragonal ThCr2Si2-type structure (Fig. 1) and
at the measured values of the lattice parameters versus
P reported in Refs. [25,26]. In a tetragonal crystal field
the 2F5=2 ground-state multiplet of the Ce3þ ion is split
into three doublets: j0i ¼ aj � 5=2i þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − a2

p
j∓3=2i,

j1i ¼ j � 1=2i, and j2i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − a2

p
j � 5=2i − aj∓3=2i.

As one sees in Figs. 1(a) and 1(b), the CF states j0i and
j2i differ by their orientation in the (001) plane: while the
lobes of the j2i point along [110] towards the nearest
neighbor Si sites, the lobes of j0i point towards the

neighboring Ce sites within the (001) plane. This difference
in the spatial orientation leads to a stronger hybridization of
j2i compared to j0i; see Fig. 1(c). When hybridization to
the itinerant bands is neglected (e.g., in the Hubbard-I
approximation), the splitting of the CF levels exhibits a
rather weak pressure dependence with j0i being the ground
state, j2i the highest excited doublet, and the total width of
about 7 meV. This “bare” CF splitting is significantly
smaller than the measured one of 30–37 meV [27–29],
underlining the importance of hybridization effects in this
compound.
When the hybridization between Ce 4f and itinerant

electrons is fully included in the LDAþ DMFT calcula-
tions using the CT-QMC method, the occupancies of the
CF states j0i and j2i (designated by n0 and n2, respectively)
develop a strong dependence on P and T, which is
displayed in Fig. 2 [30]. As shown there, at the highest
T ¼ 58 K the strongly hybridized state j2i dominates over
the whole range of pressure. With lowering T the occu-
pancy n0 increases for P≲ 2 GPa at the expense of n2,
while at higher P the occupancies exhibit almost no
temperature dependence. As a result, at the lowest temper-
ature T ¼ 7 K that we reached, the state j0i dominates at
ambient and negative P and its occupancy drops sharply
between 0 and 2 GPa. In the inset of Fig. 2 we map the
ratio n0=n2 as a function of P and T. The resulting
“phase diagram” can be divided into two domains: the
low-P—low-T region with the Ce 4f mostly in the state j0i

FIG. 1 (color online). (a),(b) The CeCu2Si2 crystal structure.
The pink (large), white (medium), and yellow (small) spheres are
Ce, Cu, and Si sites, respectively. (b) At the central Ce site, wave
functions of the two CF levels are shown [j0i in (a) and j2i in (b)].
(c) Imaginary part of the DMFT hybridization functionsΔ of states
j0i (red solid line) and j2i (blue dashed line) on the real energy axis
at P ¼ 0 GPa.

FIG. 2 (color online). Occupancies n0 (red circles) and n2 (blue
squares) of the CF states j0i and j2i, as a function of pressure and
temperature. The large, medium, and small symbols denote the
occupancies at 58, 14, and 7 K, respectively. The curves are linear
interpolations between the corresponding points. Inset: the (T, P)
map of the n0=n2 ratio. The dots indicate the values of T and P for
which the LDAþ DMFT calculations were performed. The
dashed line is the n0 ¼ n2 boundary between the two regions,
see text.
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and the rest, where the state j2i dominates. The boundary
n0 ¼ n2 between these two domains (dashed line in inset of
Fig. 2) extrapolated to T ¼ 0 gives Pcr ≈ 2.7 GPa [31].
Recent q-dependent NIXS measurements [32] found Ce 4f
in the state j2i at ambient pressure and T ¼ 20 K, in
agreement with our calculations. In contrast to the orbital
occupancies, the total calculated occupancy of the Ce 4f
shell shows modest dependence on pressure
At a qualitative level, this orbital transition can be

captured by a periodic Anderson model consisting of
two localized levels split by a CF field ΔCF, and such that
the hybridization of the lowest level (j0i) with itinerant
bands is (approximately twice) smaller than that of the
excited level (j2i), as introduced in Ref. [33]. The resulting
orbital occupancy versus (V,T) map [34] for this model at
low to moderate T is remarkably similar to the one of
CeCu2Si2 shown in Fig. 2. We note that the critical strength
of hybridization Vcr for the transition in the two-level
PAM can be estimated from the condition ΔCF ¼ TK;ex−
TK;GS ≈ TK;ex, where TK;exðGSÞ is the single-impurity
Kondo scale for the excited (ground-state) level and
TK;ex ≫ TK;GS due to exponential dependence of TK on
the hybridization strength.
The low-energy electronic structure of CeCu2Si2 is also

affected by the orbital transition. In Figs. 3(a) and 3(b) we
display the partial densities of states [(PDOS), or orbital-
resolved spectral functions] of the j0i, j1i, and j2i orbitals
in the vicinity of the Fermi level EF at pressures of 0 and
4 GPa, respectively, for T ¼ 7 K [35]. One sees that the
Kondo peak due to the Ce 4f quasiparticle states located at
EF changes its orbital character from j0i to j2i after the
system passes through the orbital transition between those
two pressures. The spectral weights of the peak has also
increased with P due to enhancement of the Kondo scale.
The occupied spin-orbit and CF peaks at ambient P are
located at −0.2 eV and −35 meV, respectively, in agree-
ment with recent photoemission measurements [29]. They

are shifted to somewhat lower energies and change their
orbital character at P ¼ 4 GPa. The prominent CF satellite
peaks above EF in Fig. 3 (a) are due to empty (or weakly
occupied) CF states, their positions with respect to the
Fermi level define the renormalized CF splitting. The
calculated zero-pressure CF splitting of about 40 meV is
in agreement with the experimental value of 30–37 meV
[27–29] and exhibits a moderate increase with P, with the
orbital character of the second CF peak switching across
the transition. A similar evolution is observed as function of
temperature at the ambient pressure [35]: a Kondo peak of
the j0i character at T ¼ 7 K transforms into a two-peak
structure and shifted away from EF at higher T. However,
in this case one sees no clear Kondo resonance of the orbital
character j2i at T ≥ 14 K in agreement with experimental
estimates TK ≈ 10 K for CeCu2Si2 at ambient P [27].
We have also calculated the corresponding Fermi sur-

faces (FS) for T ¼ 7 K, which are displayed for the same
conditions of P ¼ 0 and 4 GPa in Figs. 3(c) and 3(d),
respectively [36]. One sees a very clear impact of the orbital
transition on the FS topology: a large FS sheet present at
ambient pressure (i.e., in the domain of state j0i) disappears
completely when the system passes to the domain of state
j2i, while another sheet is significantly deformed.
We extracted the orbital-resolved mass enhancementsm�

Γ
from the corresponding self-energies ΣΓΓðiωÞ on the
Matsubara grid as 1 − ½dImΣΓΓðiωÞ=dωjω→0�, then the
average mass enhancement m�

av was computed asP
Γm

�
ΓNΓðEFÞ=

P
ΓNΓðEFÞ, where NΓðEFÞ is the corre-

sponding PDOS at the Fermi level. As shown on Fig. 3(c),
the orbital transition j0i → j2i is accompanied by a
significant reduction of the mass enhancement m�

GS of
the most occupied orbital (with jGSi ¼ j0i for P ≤ 0 GPa
and¼ j2i for P ≥ 2 GPa), whilem�

GS exhibits a rather slow
linear decay away from the transition region. The evolution
of the average mass enhancementm�

av is generally the same
as that of m�

GS, apart from P ¼ 0 GPa, where the system at

FIG. 3 (color online). (a),(b) The LDAþ DMFT partial densities of states of j0i, j1i, and j2i states in the vicinity of the Fermi level at
P ¼ 0 (a) and 4 GPa (b) at T ¼ 7 K. The orbital character of the main Kondo peak changes as P increases. (c),(d) The corresponding
Fermi surfaces (FS) at the same temperature. One may notice that the large colored in green (or light gray) FS sheet present at zero
pressure disappears at 4 GPa. (e) The mass enhancements m�

GS, m0, and m2 for the most-occupied, j0i, and j2i states, respectively, as
well as the average one m�

av as a function of P at T ¼ 7 K.
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T ¼ 7 K seems to be still in an intermediate state and is
expected to move to the j0i-dominated phase at lower T’s
(see inset in Fig. 2). This calculated mass enhancement
versus P evolution is in good agreement with experiment
[13]. Hence, one may conclude that the system in a “heavy”
Fermi-liquid state at low P transforms into a “lighter”
Fermi liquid through the orbital transition, at which the
dominating CF state changes.
Finally, we discuss spectroscopic signatures of the orbital

transition, providing a direct experimental test of our theo-
retical predictions in future experiments. In the past years it
has been established that linear dichroism at the cerium M
edge of XAS (dipole transitions from 3d core to 4f valence
states) [37,38] or, even richer in information, q dependence
(momentum transfer) in NIXS (dipole, octopole, and tria-
kontadipole from 4d core to 4f valence states) [32,39]
directly reflect the symmetry of the local Ce wave function.
Hence, using full multiplet cluster calculations, we have

simulated XAS and NIXS signals following from our
theory [40]. While the XAS spectra can only probe the
ground state composition by means of absolute contribu-
tions of jJz ¼ 5=2 > and jJz ¼ 3=2 >, respectively, NIXS
is capable of probing also their relative sign, i.e., the
orientation of the wave function in the ab plane, and, hence,
distinguish states j0i and j2i. We thus refer to the
Supplemental Material [41] for the XAS spectra and focus
here on the more informative momentum-transfer depen-
dent NIXS signal which we report in Fig. 4. The upper
panel displays, at P ¼ 0 and T ¼ 7 K, the spectral function
for two different directions of momentum transfer (solid
line, q∥½001�, dashed line, q∥½100�) at a fixed absolute
value of jqj ¼ 9.3 Å−1. Also plotted in red (dark gray) is
the difference spectrum AðωÞq∥½001� − AðωÞq∥½100�. The cen-
tral panel displays the evolution of this difference spectrum
at fixed temperature (7 K) upon increasing pressure from
0 to 6 GPa. While at 0 GPa the ground state is dominated
by state j0 > (red spectrum) the switch to a state
j2 >–dominated ground state (light blue spectrum) already
at 2 GPa is clearly visible, e.g., in the respective amplitude
of the first two peaks between 3 and 5 eV, or in the increase
between 7 and 10 eV. We find the same clear-cut fingerprint
of the orbital transition for the evolution at ambient
pressure upon increasing temperature to ≈50 K (bottom
panel). Also, here the change of the ground state wave
function is signaled by a change of the difference spectrum.
While this change is qualitatively similar to the evolution
with pressure, the absolute spectra differ due to the
(slightly) different absolute values of the jJz ¼ 5=2 >
and jJz ¼ 3=2 > coefficients.
In conclusion, our first-principles LDAþ DMFT calcu-

lations predict the existence of a pressure- and temperature-
induced orbital transition in CeCu2Si2. At this transition,
the 4f electron weight is transferred from CF state j0i (the
atomic ground state for vanishing hybridization) to the
excited level j2i, because the latter hybridizes more

strongly with conduction electrons. Our results lead to
clear-cut predictions for spectroscopic experiments like
NIXS, where the fingerprint of the orbital transition can be
detected in momentum-transfer dependent scattering cross
sections. A similar “metaorbital” transition between two
CF levels with different hybridizations has been recently
discussed in the context of a two-band periodical Anderson
model [33]. However, it has not been, to our knowledge,
demonstrated from ab initio simulations of any real heavy-
fermion material. It is tempting to speculate that the critical
fluctuations associated with this orbital transition are
responsible for the pairing in the high-pressure SC dome
of CeCu2Si2 and isoelectronic CeCu2Ge2. Indeed, the
calculated critical pressure of 2.5 GPa at zero temperature
is rather close to the experimental maximum of this dome.
Similar orbital transitions between CF levels may also
explain the superconductivity away from magnetic quan-
tum points in other HF compounds. It will be interesting to
investigate whether such orbital transitions are always
related to a double-dome SC or whether they can as well

T = 50 K

FIG. 4 (color online). Simulation of NIXS cross sections. In the
top panel we show the spectral functions of the momentum-
transfer-dependent spectra (solid and dashed thin black line) and
the difference sprectrum (thick red line). In the middle and
bottom panels we display the NIXS difference spectrum upon
increasing pressure at constant T ¼ 7 K and increasing temper-
ature at ambient pressure, respectively. One may notice that the
NIXS difference sprectrum undergoes structural changes due to
the predicted orbital transition.
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occur in single-dome and non-SC HF compounds (e.g.,
CePd2Si2, CeAl2). We finally note that “composite pairing”
SC has been proposed theoretically [42] to arise at the
boundary between two distinct HF liquids originating in
two orthogonal CF levels.
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