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We demonstrate in a simple model the surprising result that turning on an on-site Coulomb interactionU
in a doped band insulator leads to the formation of a half-metallic state. In the undoped system, we show
that increasingU leads to a first order transition at a finite valueUAF between a paramagnetic band insulator
and an antiferomagnetic Mott insulator. Upon doping, the system exhibits half-metallic ferrimagnetism
over a wide range of doping and interaction strengths on either side of UAF. Our results, based on
dynamical mean field theory, suggest a new route to half metallicity, and will hopefully motivate searches
for new materials for spintronics.
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Turning on strong electron correlations in a normal metal
is expected to lead to interesting phases like Mott insula-
tors, high Tc superconductors, magnets, and non-Fermi
liquids. But the effect of correlations in band insulators
is less explored. In this Letter we study the effects of an
on-site Hubbard interaction U on a band insulator and find
a new route to half metallicity, namely, that doping a
correlated band insulator leads to a half-metallic (HM)
ferrimagnet.
Half metals are an interesting class of materials where

electrons with one spin polarization behave as in a metal
while those with the opposite spin polarization behave as in
an insulator. They have applications in spintronics as they
can generate spin-polarized currents [1]. There have been
earlier theoretical suggestions, mainly using density func-
tional theory, predicting half-metallic ferrimagnetism and
antiferromagnetism (i.e., with zero net magnetization) in
various materials [2,3]. These include transition metal
oxides (e.g., NiO and MnO) with cation vacancies on
one of the sublattices [4], hole-doped octuple perovskite
cuprates [5], double perovskites [6], Heusler and semi-
Heusler alloys [3,7], etc. The first two of these correspond
to doped Mott insulators, that is, materials that would have
been metals if the correlations had been switched off. The
last two mostly involve materials that contain both local-
ized and itinerant spins. The mechanism presented here in
our work, arising from doping a correlated band insulator,
is, therefore, quite distinct from all of these.
Specifically, we study in this Letter a simple tight-

binding model with two bands, arising from a staggered
potential Δ on a bipartite lattice, in the presence of an
on-site U. At half filling, when one band is filled and the
other is empty, the U ¼ 0 system is a paramagnetic band
insulator (BI). WhenU is turned on antiferromagnetic (AF)
order sets in at a first order phase transition for U ≥ UAF.

Upon doping, we show that the system exhibits HM
ferrimagnetism over a range of doping and U values.
Intuitively the formation of a HM state in our work can be

understood as follows. Due to the staggered potential, the
gaps between the top of the valence band and the bottom of
the conduction band for the two spin components in the
antiferromagnetic insulator (AFI) phase are different, e.g.,
Eg↓ < Eg↑. On low hole doping, in a rigid band picture,
one would expect it to be energetically favorable to put all
of the holes in the down spin band. This makes the ↓-band
conductingwhile the↑-band remains insulating, resulting in
a HM phase. Similarly for U < UAF, consider the BI in the
presence of a small staggered magnetic field h → 0 such
that thegap for the two spins is different,withEg↑ ¼ Egþ h
and Eg↓ ¼ Eg − h. Doping this BI with x holes again
results in a half metal, following the same reasoning as
above, with a net moment ∼x, which, due to the molecular
field arising from U, self-consistently leads to a staggered
magnetization. The simple rigid band picture used in this
argument is reasonable for small doping andweak coupling.
We use dynamical mean field theory (DMFT) to address the
following question: does the HM phase exists over a finite
range of doping at intermediate and large U values? Our
main results are summarized in the phase diagram of Fig. 1.
We describe below in detail the spectral and magnetic
properties that lead to this phase diagram, and show that
the HM phase survives for the widest range of doping in the
intermediate coupling regime where U ∼ 2Δ.
The model we use has tight-binding electrons on a

bipartite lattice (sublattices A and B) described by

H ¼ −t
X

i∈A;j∈B;σ
½c†iσcjσ þ H:c:� − μ

X
i

ni

þ Δ
X
i∈A

ni − Δ
X
i∈B

ni þ U
X
i

ni↑ni↓; (1)
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where t is the nearest neighbor hopping, U is the Hubbard
repulsion, and Δ is a staggered one-body potential that
doubles the unit cell. The chemical potential μ is fixed
so that the average occupancy is ðhnAi þ hnBiÞ=2 ¼ n ¼
1 − x. The Hamiltonian (1) is sometimes called the “ionic
Hubbard model” with Δ the “ionic” potential.
We have studied earlier the paramagnetic (PM) phases of

this model, using DMFT with iterated perturbation theory
(IPT) as the impurity solver. We showed that at half filling
strong correlations close the gap in the BI leading to an
intermediate metallic phase [8]. This result was reproduced
qualitatively by other groups using other methods [9]. Here
we study the model in Eq. (1) using the same DMFTþ IPT
approach, but now allowing for magnetic order. We show
below that, at half filling, there is a first order phase
transition from a PM BI to an AFI (see Fig. 1. We note
that, unless the model is modified to introduce magnetic
frustration, the AFI discussed here overwhelms the metallic
phase [8] at half filling. The most unexpected results we
report below are related to half-metallic behavior upon
doping away from half filling. While previous authors
have considered magnetic phases both at half filling [10]
and away from it [11] in this model, to the best of our
knowledge the existence of a half metal has not been
suggested so far.
DMFT has been demonstrated to be successful in

understanding the metal-insulator transition [12,13] in
the usual Hubbard model, the Δ ¼ 0 limit of Eq. (1).
We focus here on magnetic solutions of Eq. (1) for which it
is convenient to introduce the matrix Green’s function

Ĝσ
αβðk; iωnÞ ¼

�
ζAσðiωnÞ −ϵk
−ϵk ζBσðiωnÞ

�−1
; (2)

where α, β are sublattice (A, B) indices, σ is the spin index,
k belongs to the first Brillouin zone of one sublattice,
iωn ¼ ð2nþ 1ÞπT, and T is the temperature. ζAðBÞσ≡
iωn∓Δþ μ − ΣAðBÞσðiωnÞ, where the Σ’s are the self-
energies and ϵk is the dispersion. DMFT includes local

quantum fluctuations by mapping [12,13] the lattice prob-
lem onto a single-site or “impurity”with local interactionU
hybridizing with a self-consistently determined bath. We
use as our “impurity solver” a generalization of the IPT
[12,14] scheme. Details of DMFT and generalized IPT are
discussed in the Supplemental Material [15].
We present results for the T ¼ 0 solution of DMFT

equations on a Bethe lattice of connectivity z → ∞, with
t → t=

ffiffiffi
z

p
to get a nontrivial limit. The bare density of states

(DOS) is then given by ρ0ðϵÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4t2 − ϵ2

p
=ð2πt2Þ, which

greatly simplifies the integrals involved in the DMFT
self-consistent equations. Past experience suggests that
the results will be qualitatively similar for other systems
with a compact DOS.
Half filling.—It is useful to understand the half-filled

case x ¼ 0 before turning to the doped system. The left
panel of Fig. 2 shows the staggered magnetization
ms ¼ ðmzB −mzAÞ=2, where mzα ¼ n↑α − n↓α is the sub-
lattice magnetization. For a givenΔ, there exists a threshold
value UAF at which the staggered magnetization turns on
with a jump at a first order phase transition. Due to the
presence of the staggered potential, the AF instability does
not occur at arbitrarily small U. Both UAF and the jump in
ms at UAF are increasing functions of Δ. Note that since
at half filling nAσ þ nBσ ¼ 1, the uniform magnetization
mF ¼ n↑ − n↓ ¼ ðmzA þmzBÞ=2 ¼ 0. The right panel of
Fig. 2 shows the staggered occupancy δn ¼ ðnB − nAÞ=2,
which is the difference in the filling of the two sublattices.
Due to the staggered on-site potential, δn is always
nonzero, even though the Hubbard U tries to suppress it.
δn decreases monotonically as a function of U, and shows
a discontinuity at UAF.
Next we discuss the single particle DOS ρσðωÞ ¼

−
P

k;αImĜσ
ααðk;ωþÞ=π, where σ is the spin, α ¼ A, B,

and ω is measured from the chemical potential μ. The
spectral gap Egσ in ρσðωÞ is shown in Fig. 3. For U < UAF,
the spectral gap is the same for both of the spins due
to the spin symmetry of the paramagneticBI phase. In theBI,
the gaps decrease with an increase inU=t. This is becauseU
suppresses the effect of the staggered potential Δ,
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FIG. 1 (color online). T ¼ 0 phase diagram of the model in
Eq. (1) obtained within DMFT for the Bethe lattice of infinite
connectivity. At half filling, the small-U band insulator becomes
an AF insulator with a first order phase transition at UAF. Upon
doping, the system becomes a ferrimagnetic half metal.
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FIG. 2 (color online). Left panel: staggered magnetization ms
vs U=t for various Δ values. The onset of ms marks a first order
transition from a BI to an AFI at UAF. Right panel: staggered
occupancy δn ¼ ðnB − nAÞ=2 vs U=t for various Δ’s. Although
nonzero for all U=t, δn exhibits a discontinuity at UAF. These
results are for n ¼ 1.
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responsible for a nonzero gap. At U ¼ UAF, there occurs a
jump separating the spectral gaps such that Eg↓ < Eg↑. For
U > UAF, Eg↓ keeps decreasing with increasing U and
vanishes at UHM > UAF while Eg↑ starts increasing with
an increase in U=t and stays nonzero at UHM. Thus at half
filling,wehaveaHMpointatU ¼ UHM,detailsofwhichwill
be discussed elsewhere [16]. ForU > UHM, both of the gaps
increase with an increase inU. The phase diagram in the (Δ,
U) plane at half filling is shown in the right panel
of Fig. 3. Note that the different spectral gaps for up and
down spins, a key feature to get theHMphase, arise from the
staggered potential Δ. We next show how this HM point at
half filling, actually broadens out into a HM phase with
doping.
Hole doping.—The phase diagram in the doped case has

a broad ferrimagnetic HM phase for U1 < U < U2 and
x < xmax, which is around 0.18 for Δ ¼ 1.0t; see Fig. 1.
Now we discuss how we use the DOS and magnetization
to determine the phase boundaries U1 and U2, which then
automatically fixes xmax.
Density of states.—Figure 4 shows the single particle

DOS ρσðωÞ for both of the spin components. For U < U1,
the DOS for both of the spins is the same. In this regime the
system is a PM metal since the chemical potential lies
inside the lower band for both of the spins; see Fig. 4(a).
ForU > U1, magnetic order sets in making the gaps and the
DOS different for the two spin components; see Figs. 4(b)
and 4(c). The chemical potential lies inside the lower band
for the down-spin componentmaking ρ↓ðω ¼ 0Þ ≠ 0, while
the up-spin DOS ρ↑ðω ¼ 0Þ ¼ 0 as shown in Fig. 5; hence,
the system is aHM.Although not clearly visible in Figs. 4(b)
and 4(c), the chemical potential lies above the top of the
up-spin valence band in the HM phase; for the parameters
shown in Figs. 4(b) and 4(c), the separation is ∼0.05t (see
the Supplemental Material [15]). For U > U2, the chemical
potential lies inside the valence band for both of the spin
components. This makes both of the spin components

conducting, with equal density of up and down spins, and
the systembecomes a paramagneticmetal; see Fig. 4(d) [17].
Magnetization.—In addition to the spectral properties,

the magnetic properties in Fig. 6 also show dramatic
changes at the phase boundaries U1 and U2 in Fig. 1.
For small U values, magnetic order is not favored. As U
increases, a first order transition occurs at U1 when both
of the sublattices acquire nonzero magnetization mzA
and mzB with a jump at U1. Since the system is doped,
these magnetizations are not equal and opposite to each
other. This results in a nonzero staggered magnetization
ms ¼ ðmzB −mzAÞ=2 as well as a nonzero uniform mag-
netization mF ¼ ðmzA þmzBÞ=2.
Within an extension of our formalism to finite tem-

peratures, we can study the stability of the HM phase
as a function of temperature, and we find that the HM phase
can survive up to reasonably high kBTc ∼ t=4 (see the
Supplemental Material [15]).
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FIG. 3 (color online). Left panel: spin-resolved spectral gaps
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Within the HM phase mF and ms increase with increas-
ing x. This is because, in the HM phase, the up-spin band
is fully occupied implying n↑ ¼ 1=2 and all of the holes
are doped in the down-spin band making n↓ ¼ n − 1=2.
Therefore, the uniform magnetization mF, which can also
be written as n↑ − n↓, goes as x and is independent of the
interaction strength U=t. This is in agreement with our
results in Fig. 6, within the numerical error bars. The
staggered magnetization ms, however, increases with
increasing U=t. At U2 > U1 there occurs another first
order transition and the system becomes a paramagnetic
metal with both mF ¼ ms ¼ 0 for U > U2.
It is important to ask how the size of the HM ferrimag-

netic phase depends on the staggered potential, since Fig. 1
shows the result for a fixed Δ. We see in Fig. 7 that the
width of the HM phase with doping x is largest for U ∼ 2Δ
and increases with an increase in Δ. This suggests that one
should look for correlated band insulators with a large band
gap, and an appropriately larger U, that can be doped
readily, to find a robust HM phase.
Finally, it is interesting to compare our DMFT phase

diagram with the phase diagram within the Hartree-Fock

(HF) theory, details of which will be published elsewhere
[16]. One can get a HM phase within a HF theory, but it
overestimates the tendency to the formation of the half
metal, and also predicts qualitatively wrong results. Within
the HF theory for allU > U1, the system is a half metal, the
reason being the lack of quantum fluctuations in the HF
theory, which are captured within DMFT.
Conclusions—In conclusion, we have presented in this

Letter a new mechanism whereby doping a correlated band
insulator leads to a HM ferrimagnet. We emphasize that
this mechanism is quite distinct from the mechanisms in
well-known materials that exhibit this phenomenon like
the manganites, double perovskites, or Heusler alloys, all of
which have both local moments and itinerant electrons.
Recently, there have been other theoretical discussions of
HM behavior as well [18]. However, in all of these works
either the HM phase exists only for some special doping
values or it requires an external electric or magnetic field.
The HM phase we discuss exists for a broad range of
doping and is not dependent on application of external
fields.
Although our finding is based on the study of a specific

model, it suggests that for any correlated band insulator
where the AFM phase at half filling is such that the up and
down spins are at inequivalent sites with different local
potentials, leading to different spectral gaps for the two spin
components, and the AFM order survives on doping (more
likely for correlated band insulators than for correlated
metals), one should expect to see a HM phase upon doping.
We hope that our study will motivate a search for materials
along these lines and open up new possibilities in the area
of spintronics.
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