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Quantitative Elemental Mapping at Atomic Resolution Using X-Ray Spectroscopy
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Elemental mapping using energy-dispersive X-ray spectroscopy in scanning transmission electron
microscopy, a well-established technique for precision elemental concentration analysis at submicron
resolution, was first demonstrated at atomic resolution in 2010. However, to date atomic resolution
elemental maps have only been interpreted qualitatively because the elastic and thermal scattering of the
electron probe confounds quantitative analysis. Accounting for this scattering, we present absolute scale
quantitative comparisons between experiment and quantum mechanical calculations for both energy
dispersive x-ray and electron energy-loss spectroscopy using off-axis reference measurements. The relative
merits of removing the scattering effects from the experimental data against comparison with direct

simulations are explored.
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Given a condensed matter sample, where the atoms are,
what the atoms are, and how they are bonded are funda-
mental questions permeating all modern materials charac-
terization and analysis. Two complementary tools that have
been developed to address precisely these questions are
atomic resolution elemental mapping via electron energy
loss spectroscopy (EELS) [1-4] and, more recently,
energy dispersive x-ray (EDX) analysis [5-8] in scanning
transmission electron microscopy (STEM). Both offer
the advantage of elemental specificity over the long-
established method of high-angle annular dark field
(HAADF) imaging. Quantification, a critical ingredient
for structural and chemical nanocharacterization of
advanced materials, has recently been achieved in atomic
resolution HAADF STEM through absolute scale com-
parison with simulations [9-11]. By contrast, despite
significant recent progress [12], absolute scale quantifica-
tion of EELS images remains elusive. The effective
inelastic interaction underlying EDX mapping is more
localized than that for EELS, and EDX images should
thus be more readily interpretable, but factors such as
fluorescence yields, x-ray absorption, and detector geom-
etry make absolute scale quantification in EDX more
challenging [13,14].

At lower resolutions, off-axis conditions are sought
because multiple scattering of the electron probe along
aligned atomic columns (“channeling”) produces a non-
linear relation between signal and composition [15,16]. But
this is seldom desirable at atomic resolution, where the
structures of interest are only clearly interpretable when
atomic columns are aligned along the beam direction. For
thin specimens, Lu et al. [17] used EDX analysis to
quantitatively assess composition variation across an
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interface based on the object function approximation,
where the image is regarded as a convolution of the probe
intensity with an object structure function. However, for
thicker specimens, which are often used to increase EDX
count rates, the effect of the elastic and thermal scattering of
the probe means that the object function approximation
breaks down. For instance, simulations have shown a
notable thickness variation in the ratio of EDX signals
between columns with identical concentrations of an
element of interest but differing concentrations of other
elements [18]. Comparison with simulation offers a way of
interpreting and correcting for scattering effects, but the
multiplicity of poorly known factors is such that absolute
scale quantification still eludes us. For that, a standard of
reference is needed. Kotula et al. [19] endeavored to
calibrate atomic resolution EDX maps from the data itself
via the image averaged signal, a robust quantity indepen-
dent of both coherent and incoherent lens aberrations [20].
However, this quantity is not immune to the influence of
channeling. In this Letter, we explore the use of a “non-
channeling” (off axis) signal to calibrate atomic resolution
STEM EDX and EELS images for quantitative analysis.
Figure 1 shows EDX, EELS, and HAADF STEM images
of a SrTiO; specimen, viewed in the (001) orientation,
which were simultaneously acquired on an FEI Titan
80-300 at an accelerating voltage of 300 kV with a
Super-X x-ray detector and a Gatan Quantum ERS
DualEELS spectrometer. The images are 50 x 50 pixels,
each pixel representing 0.07 A2, The STEM probe was
corrected for third order spherical aberration and the probe
forming aperture semiangle was 20 mrad. The collection
semiangle at the spectrometer was 41 mrad. The EDX
detector spanned 0.7 sr. The acquisition time for a single
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FIG. 1. (Color online) (color online).
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Experimental atomic resolution EDX elemental maps for the (001) direction in SrTiO; for the

(a) Sr K shell, (b) Ti K shell, (¢) O K shell, and (d) color composite (Sr red, Ti blue, O green). Overlaid on (d) are the mask areas over
which the signal will be integrated. Simultaneously acquired EELS maps for the (e) Sr L, 5 edge, (f) Ti L, ; edge, (g) O K edge, and
(h) color composite. (i) Simultaneously acquired HAADF image, with the projected averaged linescan over the boxed region shown
below. Simulations, assuming a Gaussian incoherent effective source with a HWHM of 0.8 A, are inset in each figure.

x-ray spectrum (one pixel) was 10 ms (corrected for dead
time). With this new analytical hardware configuration
[21], we discuss how EDX and EELS signals can be used to
derive absolute volumetric concentrations (i.e., atomic
number densities).

EDX elemental maps for the Sr K shell, Ti K shell, and O
K shell are shown in Figs. 1(a)—(c), and combined in a color
composite in Fig. 1(d). Simultaneously acquired EELS
elemental maps for the Sr L,3, Ti L3, and O K edges
are shown in Figs. 1(e)—(g), and combined in a color
composite in Fig. 1(h). Background subtraction was based
on multiple-least-squares fitting, incorporating multiple
scattering, and integration windows of 100 eV from
threshold were used. Depending on the element, the
signal-to-noise ratio is 2 to 8 times higher for the EELS
data than the EDX data. The simultaneously acquired
HAADF image is shown in Fig. 1(i). Simulations, inset
on the images, were carried out in the quantum excitation
of phonons (QEP) model [22] and assumed a thickness of
61 nm. This was determined within an estimated error of
5% from the mean free path for inelastic scattering into the
detector [23] as calibrated on a focused ion beam milled
rodlike specimen. An effective source size of Gaussian
form with 0.8 A half width half maximum—determined by
good agreement with the HAADF image—is assumed.

After collecting the data shown in Fig. 1, the sample was
tilted a few (less than 5) degrees off axis and the same
measurements repeated. Care was taken to ensure that the
specimen thickness, beam current, and recording time were
identical between the two experiments. Assuming the off-
axis experiment constitutes a “nonchanneling” condition,
the EDX and EELS signals should be proportional to the
atomic number density in the material [13]. For EDX,

the proportionality constant will include such factors as
the ionization cross section, the fluorescence yield, the
specimen thickness, the x-ray absorption, the detector
collection angle, the detector efficiency, and the dose.
Since the structure of SrTiO; is known, the proportionality
factors between the true atomic number density and the
measured signals can be determined. After using these
factors to convert each on-axis image in Fig. 1 to atomic
number density units, the contributions from the vicinity of
the Sr columns, Ti/O columns, and O columns were
obtained using the masks indicated in Fig. 1(d), whose
size was guided by the simulations—approximately 50% of
the signal around a column is included in the area
surrounding each column. Table I summarizes this analysis.
The signal outside of these masks (denoted “elsewhere”)
and the full image signal are also given. By comparing
these results to the known values (denoted “reference”) it is
clear that elastic and thermal scattering render misleading
atomic concentrations.

Averaged over the full image, the effects of elastic and
thermal scattering and the delocalization of the particular
ionization edge can produce apparent number densities
either larger or smaller than the actual values. It is also
worth noting that oxygen vacancies are possible in stron-
tium titanate which may make some small difference to the
overall results and, in particular, would reduce the oxygen
signal. The spatial variation is also revealing. In particular,
there is a substantial contribution to all signals from
columns which do not contain the element in question.
Encountering a similar result, Kotula er al. [19] chose to
subtract a ‘“‘noncolumn-specific background” prior to
attempting quantification. This approach has been used
in HAADF imaging to some success [24], but has not been
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TABLE L

Apparent atomic number densities (atoms per nm?) as defined by integrating over the masks for the Sr,

Ti/O, O columns shown in Fig. 1(d), “elsewhere” (i.e., the area outside all masks), and the full image. The
experimental data were normalized using the off-axis calibration experiment. Reference values are from the known
structure of SrTiO5. Inversion values are those obtained after the effects of channeling and thermal diffuse scattering

have been removed from the data.

Area Sr Ti (0]
EDX EELS EDX EELS EDX EELS

Sr column 45 32 27 11 40 29
Ti/O column 19 16 65 19 47 58
O column 20 18 26 12 39 48
Elsewhere 25 20 31 14 50 45
Full image 27 21 34 14 49 44
Reference 16.8 16.8 16.8 16.8 50.4 50.4
Inversion 21.0 s 22.8 . 45.3 s

rigorously justified and moreover has proven unnecessary
when detailed simulations are performed in conjunction
with a well-characterized experiment [9-11]. That the O K
shell EDX signal on the Sr columns is almost equal to that
on the pure O columns should not be interpreted to mean
that the O concentration in these two columns is similar, but
rather that, as a consequence of the elastic and thermal
scattering of the electron probe, the electron probe can
trigger about the same number of O K shell ionization
events regardless of which of these two columns it is
positioned upon.

Channeling, then, is the confounding factor, which we
seek to overcome using simulation. An inversion procedure
which deconvolves the multiple elastic and thermal scatter-
ing of the probe from the experimental data was recently
presented in the context of EELS spectrum imaging
[25,26], and can equally be applied to STEM EDX data.
It produces an effective scattering potential analogous to
the “object” in the object function model used by Lu et al.
[17]. The inversion procedure makes fewer assumptions
than a direct simulation: both assume the structure for
determining the scattering of the probe, but the inversion
procedure does not presuppose the form of the EDX
effective scattering potentials. Applying the inversion
procedure to the present data, the effective scattering
potential obtained for the Sr K shell is shown in
Fig. 2(a). As inverse problems are often ill-conditioned
and sensitive to small changes in the input, we regularize
our conjugate gradient least squares (CGLS) approach to
the inversion by selecting the iteration number where the
results have stabilized, which is achieved after eight
iterations [Fig. 2(b)], an approach which is justified in
Ref. [27]. Subsequent to the inversion, i.e., having removed
the effects of channeling, our revised estimate for the
atomic number density of Sris 21 atoms/nm?. This differs
somewhat from the known value of 16.8 atoms/nm?, but
not by nearly so much as if we chose to simply use the on-
axis image mean signal (27 atoms/nm?). The inversion
results for the other EDX images are included in Table I.

The inversion procedure was not applied to the EELS
images as it assumes the effective interaction potential to be
local, which is not true in EELS unless the collection
aperture is much larger than that used here.

The asymmetry and weak between-Sr-column signal
in the effective scattering potential in Fig. 2 are attributed
to the noisy input data. The deviation from the ideal atomic
number density will also be influenced by uncertainties in
parameters such as thickness, defocus, and spatial incoher-
ence. Another approach to robust comparison is to compare
the image average signal between experiment and
simulation. This presupposes an adequate description of
the effective scattering potential for EDX but is immune to

2 3 4 5 6 7 8 9 1011
Iteration number

FIG. 2. (Color online) (color online). (a) Effective EDX signal
scattering potential of the Sr K shell as a function of CGLS
iteration number (1-10). Maxima and minima, in units such that
integrating over the field of view and multiplying the thickness
yields a density, are indicated on each subfigure. (b) Atomic
density obtained for each iteration number (dashed line: nominal
value). Convergence is achieved in the region of 7-9 iterations
and deteriorates due to noise thereafter.
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TABLE II.

Apparent atomic number densities (atoms per nm?) defined as in Table 1 save that now the

experimental data have been renormalized such that the full image value is identical to that in the simulation.

Area Sr Ti O
EDX EELS EDX EELS EDX EELS
Ex. Th. Ex. Th. Ex. Th. Ex. Th. Ex. Th. Ex. Th.
renorm. renorm. renorm. renorm. renorm. renorm.

Sr column 39.3  39.1 262 263 226 16.3 13.5 12.8 482 494 328 425
Ti/O column 16.6 15.3 13.1 112 545 532 233 257 567 685 656 56.1
O column 17.5 19.0 14.7 148 21.8  20.7 14.7 154 470 61.6 544 524
Elsewhere 226 219 16.6 156 264 255 17.1 173 61.7 587 494 50.5
Full image 23.6 236 17.2 17.2 285 28.5 17.2 172 59.1 59.1 498 4938
Reference 16.8 16.8 16.8 16.8 16.8 16.8 16.8 16.8 504 504 504 504
Inversion 18.4 19.1 e e 54.5

uncertainties in the coherent and incoherent aberrations [20].
Allowing that some of the discrepancy in the inversion
analysis above arose because the off-axis reference does
not realize an ideal “nonchanneling” condition, we now
renormalize the experimental data such that its full image
mean precisely matches that of the simulation (which is itself
normalized by reference to an ideal “nonchanneling” simu-
lation). Table II shows a repetition of the mask analysis
applied to the direct simulations inset in Fig. 1 and the
renormalized experimental data. Though the renormalization
forfeits absolute scale quantification, the good agreement
between the column values, and the improved agreement of
the postinversion results with the known values, show that
the spatial variation in the images is quantitatively well
described by our simulations. This agreement supports the
hypothesis that the off-axis experimental reference used in
our initial analysis was not completely immune to channel-
ing. This suggests that, when seeking absolute scale nor-
malization, particular care should be taken to obtain an
experimental off-axis reference from an orientation that
minimizes channeling effects (as assessed, for instance, by
structure in a HAADF image). Alternatively, one could
use an on-axis experiment for a region of known thickness,
corrected for channeling effects via the inversion procedure
described, as the reference against which a further experi-
ment at a different thickness or in an uncharacterized portion
of the sample is to be compared.

As our data demonstrate, atomic resolution features in
spectroscopic STEM images do not necessarily imply
column-by-column analysis, particularly from thicker spec-
imens with x rays originating deep into the crystal where
the electron probe has largely spread off the column on
which it began. However, by accounting for the elastic and
thermal scattering of the probe, we have shown that
quantitative comparisons between experiment and theory
using energy dispersive x-ray spectroscopy are possible,
paving the way for quantitative atomic resolution EDX
elemental mapping.

In this Letter we have used a specimen of known
structure, which circumstance will perforce pertain to the

initial calibration on a known reference specimen needed
to determine the conversion factors underpinning quanti-
tative analysis. In general, where less will be known about
the structure of specimens of interest, an iterative strategy
could be employed to obtain the structure. For example, in
the first instance the inversion procedure could be applied
taking into account only the position of the probe (but not
its elastic or thermal scattering) to obtain an estimate for the
inelastic scattering potential for the effective ionization
potential pertinent to EELS or EDX. The information thus
obtained could be used to generate a better estimate for the
structure to seed the next iteration. A simultaneously
acquired HAADF image could also provide a better starting
point for such a procedure.
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