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We propose and analyze the use of hybrid microwave cavities as quantum heat engines. A possible
realization consists of two macroscopically separated quantum-dot conductors coupled capacitively to the
fundamental mode of a microwave cavity. We demonstrate that an electrical current can be induced in one
conductor through cavity-mediated processes by heating up the other conductor. The heat engine can reach
Carnot efficiency with optimal conversion of heat to work. When the system delivers the maximum power,
the efficiency can be a large fraction of the Carnot efficiency. The heat engine functions even with moderate
electronic relaxation and dephasing in the quantum dots. We provide detailed estimates for the electrical
current and output power using realistic parameters.
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Introduction.—Hybrid quantum systems that couple
electronic transport in nanoscale conductors to photons
in microwave cavities are currently going through a
remarkable and rapid development. Several recent experi-
ments have demonstrated controllable coupling of quantum
dots to the fundamental mode of a microwave cavity [1–9].
These experimental advances are now paving the way
for a broad spectrum of applications, ranging from hybrid
quantum-information processing [10] and Cooper pair
splitters [11] to on-chip micromasers [12] and quantum-
dot lasers [13]. The ability to indirectly couple mesoscopic
conductors over macroscopic distances via a microwave
cavity [6], serving as a robust quantum bus for quantized
energy and information flow, opens several intriguing
avenues for the use of nonlocal electronic correlations
mediated by cavity photons [14–19].
Parallel to these developments, research on nanoscale heat

engines has witnessed several important advances. Here, a
central task is to direct energy from thermal fluctuations to
electronic devices that are uncoupled from conventional
power sources. To this end, quantum dots have emerged as
promising candidates for nanoscale thermoelectrics [20–30].
Experimentally, thermoelectric effects have been observed
in two-terminal structures [31–35]. Further improvements
are expected from three-terminal conductors that separate
the input heat from the electrical output current [24–29].
Still, these systems rely on a close proximity between the hot
and the cold reservoirs that may lead to unwanted heat
exchange that produces no work, but merely heats up the
cold conductor [36]. It is, therefore, desirable to separate the
hot and the cold conductors and have the heat current flow
between them in a highly controllable way.
In this Letter, we propose and analyze the use of hybrid

cavity-QED systems as quantum heat engines. Our idea can

be implemented in a variety of system architectures, but to be
specific we consider the setup depicted in Fig. 1(a):
Two double quantum dots (DQDs) coupled to external

(b)

(a)

FIG. 1 (color online). Hybrid quantum heat engine. (a) Double
quantum dots (yellow) coupled to each end of a microwave cavity
(gray). External gates (green) are used to tune the quantum dots.
The quantum dots are tunnel coupled to external electrodes. Heat
flows from the hot electrodes (red) to the cold electrodes (blue)
via the double quantum dots and the microwave cavity. (b) The
hybridized levels of the quantum dots are in resonance with the
cavity frequency ω0. Heat is transferred through processes, where
electrons enter the excited state of the hot DQD and leave it via
the ground state (arrows). With a finite mixing angle for the cold
DQD [see Eq. (1)], electrons mainly enter the ground state from
one lead and leave it from the excited state via the other lead. An
electrical current is thereby induced in the cold conductor.
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electrodes interact capacitively with each end of a microwave
cavity of macroscopic dimensions (around 1 cm in recent
experiments [1–9]), which serves as a quantum bus for heat
currents between them [37]. Because of the large distance
between the conductors other types of heat exchange, e.g.,
due to phonons, are negligible [38]. We heat up one of the
conductors and establish an energy flow from the hot
conductor to the cold conductor via the microwave cavity.
An asymmetry in the cold conductor makes it possible to
rectify the thermal fluctuations due the heat current such that
a directed electrical current is induced. Rectification is
achieved by having the cold conductor couple more strongly
to one of the electrodes at higher energies and more strongly
to the other at lower energies as detailed below. As we go
on to show, the heat engine can reach Carnot efficiency
where the conversion from heat to work is optimal.
Moreover, at maximum power a sizable fraction of the
Carnot efficiency is achievable. Importantly, the heat engine
may function efficiently even under the influence of elec-
tronic dephasing and relaxation as we will see.
Heat engine.—Our system is shown schematically in

Fig. 1(b). Because of strong Coulomb interactions, the
DQDs are either empty or occupied by a single electron.
The spin degree of freedom is ignored, as it would only
renormalize the tunneling rates found below. The hybrized
levels of the DQDs (i ¼ 1, 2) can be written in terms of the
left (jLii) and right (jRii) DQD states as

jþii ¼ cosðθiÞjLii − sinðθiÞjRii;
j−ii ¼ sinðθiÞjLii þ cosðθiÞjRii;

(1)

where θi ¼ arctan½2ti=ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ϵ2i þ ð2tiÞ2
p

þ εiÞ� are the mixing
angles, given by the tunnel couplings ti and the energy
dealignments εi of the localized levels. The mixing angles
can be electrostatically controlled using external gates, and
they can be chosen such that the ground state (j−ii) couples
more strongly to one electrode and the excited state (jþii)
more strongly to the other; see Fig. 1(b).
Independently of the mixing angles, the energy splitting

of the hybridized levels can be tuned into resonance with
the fundamental mode of the microwave cavity with
frequency ω0, such that ℏω0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ε2i þ ð2tiÞ2
p

. For regular
superconducting transmission line cavities (typically made
of Al or Nb), the characteristic impedance Z0 is much
smaller than the resistance quantum RQ ¼ h=e2. The
DQDs-cavity system itself can then be described by the
generalized Tavis-Cummings Hamiltonian [15]

ĤS ¼ ℏω0â†âþ
X

i¼1;2

½ℏω0Δ̂i þ ℏgeðâ†d̂†−id̂þi þ H.c.Þ�:

where â† creates excitations of the cavity mode. The creation
operator for the ground (excited) state of the DQDs is
written as d̂†−ðþÞi and Δ̂i ¼ ðn̂þi − n̂−iÞ=2, where n̂�i ¼
d̂†�id̂�i are number operators. The effective couplings

between the hybridized levels and the cavity are given in
terms of the bare coupling gi as ge ¼ ðti=ℏω0Þgi and are for
simplicity taken equal for the two DQDs.
Each quantum dot is tunnel coupled to an electronic lead

in local thermal equilibrium. The leads connected to the
same DQD are kept at the temperature Ti, and μνi is the
chemical potential of the left (ν ¼ L) or right (ν ¼ R) lead.
We describe the leads by the Hamiltonian Ĥν ¼

P

kνiϵk
ĉ†kνiĉkνi, where ĉ

†
kνi creates an electron at energy ϵk in lead ν

connected to DQD i. Finally, the coupling between the
leads and the DQDs is governed by the tunneling
Hamiltonian

ĤT ¼
X

ki

�

tkLiĉkLi
tkRiĉkRi

�

T
�

cosðθiÞ sinðθiÞ− sinðθiÞ cosðθiÞ
��

d̂†þi

d̂†−i

�

þ H.c:

Quantum master equation.—Electron transport in the
DQDs occurs via sequential tunneling events described by
a quantum master equation (QME) for the reduced density
operator ρ̂ of the DQDs and the cavity. By integrating out
the leads in the standard Born-Markov approximation we
arrive at the QME [15,39]

d
dt

ρ̂ ¼ L½ρ̂� ¼ − i
ℏ
½ĤS; ρ̂� þ Lelec½ρ̂�: (2)

The commutator corresponds to the coherent evolution due
to ĤS, and Lelec ¼

P

i;ν;ξ¼�Liνξ describes tunneling events
between the electronic leads and the DQDs. The tunneling
rates Γνi ¼ 2π

P

kjtkνij2δðϵ − ϵkÞ, ν ¼ L, R, i ¼ 1, 2, are
energy independent and chosen symmetrically for each DQD,
ΓLi ¼ ΓRi ¼ Γi. We consider the experimentally relevant
regime fω0; kBTi=ℏg ≫ fge;Γig ≫ κ, where the cavity
decay rate κ is typically so small that it can be neglected
below [40]. The number of photons in the cavity is then
determined by the electronic transport in the DQDs. Electron
tunneling is accounted for by the Lindblad terms Liνξ½ρ̂� ¼
ðΓ̄iνξðθiÞ=2ÞffiνðεξÞD½d̂iξ; ρ̂� þ ½1− fiνðεξÞ�D½d̂†iξ; ρ̂�g with
the dissipator D½γ̂; ρ̂� ¼ 2γ̂†ρ̂ γ̂−fγ̂γ̂†; ρ̂g [15]. We have also
defined ϵ� ¼ �ℏω0=2, Γ̄iL−ðRþÞðθiÞ ¼ Γisin2ðθiÞ, and
Γ̄iLþðR−ÞðθiÞ ¼ Γicos2ðθiÞ, and fνiðϵÞ is the Fermi distribu-
tion of lead ν ¼ L, R coupled to DQD i ¼ 1, 2. The
dependence of the tunneling rates Γ̄iνξ on the mixing angles
reflects the asymmetry of the hybrized DQD states.
We first analyze the ideal situation without electronic

dephasing and relaxation in the DQDs, before discussing
these important issues in detail. We also start out in
the strong coupling limit ge ≫ Γi, but later relax this
assumption. For strong couplings, a secular approximation
allows us to neglect coherences between nondegenerate
states of ĤS and the QME reduces to an ordinary master
equation [15], which eases the analysis below.
Thermoelectrics.—To evaluate the performance of the heat

engine, we identify the (super-) operators for the charge and
heat currents. The operator I i for the charge current through
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the right lead of DQD i acting on a density matrix ρ̂ reads
I i½ρ̂�¼e

P

ξΓ̄iRξðθiÞð½1−fRiðεξÞ�d̂†ξiρ̂d̂ξi−fRiðεξÞd̂ξiρ̂d̂†ξiÞ.
In the stationary state, defined byL½ρ̂stat� ¼ 0 and Trfρ̂statg ¼
1, the average charge current is Ii ¼ TrfI i½ρ̂stat�g. The
operator J νi for the heat current in lead ν ¼ L, R con-
nected to DQD i reads J νi½ρ̂� ¼

P

ξðϵξ − μνiÞΓ̄iνξðθiÞð½1 −
fνiðϵξÞ�d̂†ξiρ̂d̂ξi − fνiðϵξÞd̂ξiρ̂d̂†ξiÞ and the average heat

current is Jνi ¼ TrfJ νi½ρ̂stat�g.
To begin with, we apply no voltages. Instead, we analyze

how an electrical current is induced by heating up the leads
connected to DQD 1. A finite level detuning in one of the
DQDs is required to induce a current. We take ε1 ¼ 0
(θ1 ¼ π=4), such that no current is induced in DQD 1. On
the other hand, by having a finite detuning in DQD 2
(ε2 ≠ 0 and hence θ2 ≠ π=4), the excited state of DQD 2
couples more strongly to one electrode and the ground state
more strongly to the other. Electrons then preferably tunnel
into the ground state of DQD 2 from one electrode, absorb a
photon from the cavity, bringing it to the excited state, and
finally leave the DQD via the other electrode; Fig. 1(b). On
average, photons are emitted from DQD 1 and absorbed by
DQD 2, where a net charge current is generated. Unlike
proposals relying on energy-dependent tunneling barriers
[25,26], the asymmetry due to a finite level detuning can
be externally controlled. The direction of the current is
determined by having θ2 < π=4 or θ2 > π=4. An electrical

current can also be induced by heating DQD 2 (or cooling
DQD 1), but we will not consider this option further. The
heat flow between the DQDs may be controlled by bringing
them in and out of resonance with the cavity [16,17].
Figure 2 summarizes our thermoelectric analysis of the

heat engine. Figure 2(a) shows the thermally induced charge
current I2 in DQD 2 as a function of the ratio of temperatures
T2=T1. The current vanishes at equilibrium T2 ¼ T1 but
increases as DQD 1 is heated up and eventually saturates at
large temperature differences T1 ≫ T2. As θ2 → π=2, the
thermoelectric tight-coupling limit is approached, where
each photon absorbed from the cavity leads to the transfer
of exactly one electron through DQD 2. The ratio of the
electrical current in DQD 2 over the input heat current J1 ¼
JL1 þ JR1 from DQD 1 is then simply I2=J1 ¼ e=ℏω0,
which is the ratio of the electronic charge over the energy
quantum [41]. For f̄i ¼ fLiðℏω0=2Þ ¼ fRiðℏω0=2Þ ≪ 1,
where the cavity is mostly empty, the electrical current is
well approximated by the analytic expression

I2 ¼ cosð2θ2Þ
eΓ1Γ2

Γ1 þ Γ2

ðf̄22 − f̄21Þ: (3)

The electrical current is maximal for equal tunneling rates,
and we therefore proceed with Γ ¼ Γ1 ¼ Γ2.
Power and efficiency.—To extract power from the heat

engine, a bias voltage V2 must be applied against the

(a) (b) (c)

(d) (e) (f)

FIG. 2 (color online). Thermoelectric performance. (a) Thermally induced current in DQD 2 as a function of the temperature ratio
T2=T1 with different mixing angles θ2. Here, kBT1 ¼ 0.5ℏω0 and I0 ¼ eΓ=2 with Γ ¼ Γ1 ¼ Γ2. Full numerics (continuous lines)
compare well with Eq. (3) (dashed lines). (b) Power as a function of the applied voltage V2. Temperatures are kBT1 ¼ 0.5ℏω0 and
kBT2 ¼ 0.1ℏω0 and P0 ¼ ΓkBT1. Equation (4) is shown with dashed lines. (c) Efficiency η over the Carnot efficiency ηC versus the
applied voltage V2. Same parameters as in panel (b). (d) Efficiency at maximum power as a function of the temperature ratio T2=T1.
(e) Corresponding maximum power. (f) Optimized values of the voltage V2 and the frequency ω0.

PRL 112, 076803 (2014) P HY S I CA L R EV I EW LE T T ER S
week ending

21 FEBRUARY 2014

076803-3



heat-induced charge current. Figure 2(b) shows the power
P2 ¼ I2V2. The power vanishes at V2 ¼ 0 as well as at
the stopping voltage Vstop, where the heat-induced and the
bias-driven currents compensate each other, and reaches a
maximum in between. Because of the nonlinear current-
temperature characteristics in Fig. 2(a), the maximum
power does not occur at V2 ¼ Vstop=2 but is shifted to
larger values. For f̄νi ¼ fνiðℏω0=2Þ ≪ 1 with μðRor LÞ2 ¼
�eV2=2, the analytical expression

P2 ¼
eΓV2

2

�

sinð2θ2Þff̄L2 − f̄R2g − cosð2θ2Þf̄21

þ cosð2θ2Þf̄L2f̄R2 þ
sin2ð2θ2Þ

4
ff̄2L2 − f̄2R2g

�

(4)

is useful for further performance optimization below.
The efficiency of the heat engine is quantified by the

ratio of the output power over the input heat η ¼ P2=J1,
Fig. 2(c). In general, the efficiency grows upon increasing
the voltage and it reaches a maximum before dropping
to η ¼ 0 at the stopping voltage. Remarkably, the largest
efficiency occurs roughly at the same voltage as the
maximum power. In the tight-coupling limit θ2 ¼ π=2,
the efficiency shows a qualitatively different behavior: It
grows linearly with the voltage and reaches Carnot
efficiency ηC ¼ 1 − T2=T1 at the stopping voltage. At
this point, however, the heat engine operates reversibly
and produces no output power. Figure 2(d), instead, shows
the efficiency at maximum power ηmaxP. We note that the
results in the tight-coupling limit provide a theoretical
upper limit on the efficiency and the efficiency at maxi-
mum power in Figs. 2(c) and 2(d). The maximum power as
well as the optimized values of V2 and ω0 are shown in
Figs. 2(e) and 2(f), respectively. In the tight-coupling
limit, ηmaxP grows as ηC=2 for small temperature
differences in agreement with general thermodynamic
bounds for systems with time-reversal symmetry [42].
The efficiency at maximum power grows strongly with
increasing temperature differences, and it reaches ηC with
T1 ≫ T2. It satisfies the bounds ηC=2 ≤ ηmaxP ≤ ηC=ð2 −
ηCÞ [43]. For θ2 < π=2, the efficiency at maximum
power is slightly reduced but shows similar behavior.
Importantly, the heat engine has thermoelectric properties
that compare well with other systems [25,26], but here the
hot and cold electrodes are separated by macroscopic
distances.
Relaxation and dephasing.—We now turn to the influ-

ence of electronic dephasing and relaxation in the DQDs.
We also relax the assumption of strong couplings ge ≫ Γi.
Beyond the strong-coupling limit, the interaction time
between electrons on the DQDs and the cavity photons
is reduced. Electronic relaxation and dephasing in the
DQDs are accounted for by adding the terms [39]

LR½ρ̂� ¼
ΓR

2

X

i

ðf1 − f̄2i gD½d̂†þid̂−i; ρ̂� þ f̄2iD½d̂†−id̂þi; ρ̂�Þ

and

LD½ρ̂� ¼
ΓD

2

X

i

D½d̂†þid̂þi − d̂†−id̂−i; ρ̂�

to the QME (2). For finite relaxation and dephasing rates,
ΓR and ΓD, together with Γi ∼ ge, the mean current in
Eq. (3) is modified as

Ī2 ¼
4g2e

ðΓþ ΓRÞðΓþ ΓR þ 4ΓDÞ þ 4g2e
I2: (5)

With ΓD ¼ ΓR ¼ 0, the current and the power are maximal
for Γ ¼ 2ge, which gives Ī2 ¼ I2=2. Figure 3 shows that a
considerable current is achievable even with moderate
relaxation and dephasing rates.
Estimates.—Finally, we can provide estimates for the

current and power produced by our heat engine. We consider
a standard transmission line cavity with frequency ω0 ≃
2π × 10 GHz and impedance Z0 ¼ 50 Ω. The effective
cavity coupling is ge ≃ sinð2θ2Þω0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2Z0=RQ

p

[12,14,15].
With θ2 ¼ π=3 we find ge ≃ 0.5 GHz. For the electronic
leads we take Γ ¼ 2ge ≃ 1 GHz together with reasonable
temperatures T1 ¼ 2T2 ≃ ℏω0=kB ∼ 0.2 K. From Fig. 2
we then obtain the conservative estimates Ī2 ≃ 1 pA and
Pmax ≃ 0.1 fW. These figures compare well with existing
proposals for heat engines operating in the Coulomb block-
age regime; see, e.g., Ref. [26]. Further optimization may
enhance the values. Realistic relaxation and dephasing
rates ΓR ≃ ΓD ≃ 1 GHz [44] give ΓD=ge ≃ ΓR=ge ≃ 2,
which would roughly reduce the mean current by a factor
of 5 according to Fig. 3.
Conclusions.—We have proposed and analyzed the use

of hybrid microwave cavities as quantum heat engines. A
possible realization of our ideas consists of DQDs

FIG. 3 (color online). Influence of electronic dephasing and
relaxation. Thermally induced current in DQD 2 as a function of
the electronic relaxation and dephasing rates ΓR and ΓD. Under
optimal conditions, the current takes on the value I0 ¼ eΓ=2.
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capacitively coupled to a microwave cavity. By heating up
one of the DQDs, a heat current through the cavity can
induce an electrical current in the other DQD. At maximum
power, the efficiency of the heat engine can be a large
fraction of the Carnot efficiency. Moreover, the heat engine
can operate even with moderate electronic relaxation and
dephasing in the quantum dots.
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