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We present transport measurements of cleaved edge overgrowth GaAs quantum wires. The conductance
of the first mode reaches 2e2=h at high temperatures T ≳ 10 K, as expected. As T is lowered, the
conductance is gradually reduced to 1e2=h, becoming T independent at T ≲ 0.1 K, while the device cools
far below 0.1 K. This behavior is seen in several wires, is independent of density, and not altered by
moderate magnetic fields B. The conductance reduction by a factor of 2 suggests lifting of the electron spin
degeneracy in the absence of B. Our results are consistent with theoretical predictions for helical nuclear
magnetism in the Luttinger liquid regime.
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Conductance quantization is a hallmark effect of
ballistic one-dimensional (1D) noninteracting electrons
[1–4]. One mode of conductance e2=h opens for each
spin, giving conductance steps of 2e2=h for spin degen-
erate electrons. In the presence of electron-electron (e-e)
interactions, strongly correlated electron behavior arises,
described by Luttinger liquid (LL) theory [5–7]. Salient LL
signatures include ubiquitous power-law scaling [8–12],
separation of spin and charge modes, and charge fraction-
alization—all recently observed [13–16] in cleaved edge
overgrowth (CEO) GaAs quantum wires [17,18], thus
establishing CEO wires as a leading realization of a LL.
Interestingly, the conductance of a clean 1D channel is not
affected by interactions, since it is given by the contact
resistance in the Fermi liquid leads [19–23]. In the
presence of disorder, however, the conductance is reduced
with LL power laws [24,25]. While short constrictions
display universal quantization [2,3], the ballistic CEO
wires exhibit steps reduced below 2e2=h at temperatures
T ≥ 0.3 K [26,27], presenting an unresolved mystery
[11,13,26,28].
In this Letter, we revisit the conductance quantization in

CEO wires, investigating for the first time low temperatures
down to T ∼ 10 mK. We find that the conductance of the
first wire mode drops to 1e2=h at T ∼ 100 mK and remains
fixed at this value for lower T, while the electron temper-
ature cools far below 100 mK. At high T ≳ 10 K, the
conductance approaches the expected universal value
2e2=h [26]. This behavior suggests a lifting of the electron
spin degeneracy at low T, in the absence of an external
magnetic field B. The observed quantization values are
quite robust, appearing in several devices, unaffected by
moderate magnetic fields, and independent of the overall
carrier density. A recent theory [29–31] predicts a drop of
the conductance by a factor of 2 in the presence of a nuclear
spin helix—a novel quantum state of matter. Our data agree

well with this model, while other available theories are
inconsistent with the experiments, thus offering a resolution
of the nonuniversal conductance quantization mystery.
Ultraclean GaAs CEO double wires (DWs) were mea-

sured (inset, Fig. 1), similar to Refs. [13–16], offering mean
free paths ∼20 μm and subband spacings exceeding
10 meV. Details on sample fabrication are given in
[13,17,18,26,27]. A surface gate allows depletion of the
2D electron gas (2DEG) below, giving edge conduction in
the DW only, forming what we will refer to as the “wire.”
Semi-infinite DWs with a few modes forming a 1D electron
gas (1DEG) extend the wire on both sides, contacting the
adjacent 2DEGs. Contacts to the 2DEGs are used to

FIG. 1 (color). Double-wire mode structure. Differential con-
ductance g (red) versus gate voltage VG at T ¼ 0.56 K and
B ¼ 0. Arrows indicate VG above which modes start to contribute
to g, as labeled. Blue data are at BX ¼ 2 T along the wire, offset
in g to align LW1 plateaus. The inset shows a sample schematic
with a coordinate system.

PRL 112, 066801 (2014) P HY S I CA L R EV I EW LE T T ER S
week ending

14 FEBRUARY 2014

0031-9007=14=112(6)=066801(5) 066801-1 © 2014 American Physical Society

http://dx.doi.org/10.1103/PhysRevLett.112.066801
http://dx.doi.org/10.1103/PhysRevLett.112.066801
http://dx.doi.org/10.1103/PhysRevLett.112.066801
http://dx.doi.org/10.1103/PhysRevLett.112.066801


measure the two-terminal differential conductance g of
the wire.
The sample comprises an array of gates with 2 μm

ungated spacing between 2 μm long wires, allowing
individual and serial operation. In the ungated regions,
the upper wire (UW) modes run directly adjacent to the
2DEG, resulting in a 2D-1D coupling length l2D-1D ∼ 6 μm
[28]. The 1DEG to few-mode wire transition occurs on a
length scale of about 500 nm—the distance of the UW and
2DEG to the surface gate—clearly longer than the Fermi
wavelength λF ≲ 200 nm, and, hence, in the adiabatic
regime. The lower wire (LW), on the other hand, has no
adjacent 2DEG and is only weakly tunnel coupled to the
UW and 2DEG through a 6 nm thick AlGaAs barrier. UW
to LW tunneling is very small in the gated segments. Thus,
the 2 μm long DWs are considered as independent parallel
resistors, with total conductance given by the sum of each
conductance.
Figure 1 allows identifying the wire modes as a function

of gate voltage VG: increasing VG starting from g ¼ 0 at the
most negative voltages, g is increasing in a steplike manner
as the DW modes are populated one by one, as indicated.
LWn (UWn) denotes the nth mode in the lower (upper)
wire. Since the first step is small ≪ 2e2=h, it is associated
with the tunnel coupled LW1. The next, larger step
corresponds to UW1, followed by the LW2 step, which
becomes visible with a magnetic field BX ¼ 2 T along the
wires (blue trace, shifted to align LW1 plateaus). The
tunneling process into the LW depends sensitively on
parameters such as B, affecting the LW conductance.
The next step has a large amplitude again and therefore
corresponds to UW2. Identifying higher modes is not easy
due to a rapidly decreasing subband spacing.
The temperature dependence is shown in Fig. 2. At high

T, the UW1 step height is approaching 2e2=h, as expected
for a spin degenerate single mode wire. The thermally
excited subband population and resulting inclined plateaus
start to become visible at high T, as well as a feature
reminiscent of the 0.7 structure [32] at the low end of the
plateau. At low T, on the other hand, the UW1 conductance
plateau is reduced strongly to ∼1e2=h, contrary to the 0.7
feature, which rises to 2e2=h at low T [32]. In addition, the
plateau develops pronounced, fully repeatable conductance
oscillations. The same effect (transition from g ¼ 2e2=h
to 1e2=h) was seen in all four DWs, and also in single
wires [see upper inset, Fig. 2(a)]. Because of the lower
quality of the single wires currently available (note the
short plateaus), measurements were largely done on DWs.
CEO wires are extremely difficult to fabricate, limiting
experiments to the present samples.
The oscillation pattern on the UW1 plateau—complicat-

ing extraction of the step height—is reproduced indepen-
dent of the number of modes transmitted through an
adjacent wire. This indicates ballistic addition of quantized
mode steps, as expected for a mean free path far exceeding

the wire length. The oscillations are well understood as
quantum interference caused by the finite size of the wire
[33], giving maximal transmission ∼1 at the conductance
maxima. Indeed, the maxima of the oscillations neatly
line up forming an upper ceiling on the UW1 plateau,
at intermediate T even forming flat tops; see Fig. 1. The
minima, on the other hand, are rather dispersed over a range
of conductances. A histogram extending over the first two
conductance plateaus clearly reflects this behavior; see
lower inset of Fig. 2(a). A long, asymmetric tail to low
g on the UW1 plateau (red) is seen below the peak at higher
g. Therefore, we extract the peak positions gmaxUW1

and gmaxLW1
from the histogram and obtain the UW1

conductance step height δg ¼ gmaxUW1
− gmaxLW1

.
The temperature dependence of δg at B ¼ 0 is displayed

in Fig. 2(b) from 20 K down to 5 mK. Starting from the
highest T, where δg reaches 2e2=h, lowering T continu-
ously and monotonically decreases δg down to ∼1e2=h. We
note that breaking of spin degeneracy would result in a
reduction of the conductance by a factor of 2. At low

FIG. 2 (color). Temperature effects exhibiting conductance
reduction by a factor of 2. (a) Gate voltage traces gðVGÞ at T
as labeled, shifted in g to align LW1 plateaus at g ¼ 0. Similar
measurements for a single wire are given in the upper inset.
Lower inset: histogram of gðVGÞ for LW1 and UW1 regions (base
temperature). (b) Conductance step height δg of UW1 mode as a
function of temperature on a logarithmic T axis (linear axis in
inset), extracted from histogram peak positions (see main text).
Small but discrete steps in g result from histogram binning.
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T ≲ 100 mK, δg becomes temperature independent.
However, the sample temperature cools far below
100 mK: first, thermal activation of fractional quantum
Hall states can be used to extract an electron temperature
≤ 27 mK, clearly smaller than 100 mK. Note that this T is
an upper bound only, since disorder can lead to deviation
from exponential activation at low T. Occasional formation
of a wire quantum dot [11] leads to lifetime broadened
peaks not suitable for thermometry. Second, metallic
Coulomb blockade thermometers [34] were measured
under identical conditions, giving an electron temperature
of 10:5� 0.5 mK at refrigerator temperature T ¼ 5 mK.
Details on filtering and heat sinking will be given
elsewhere [35].
Next, we investigate the dependence on source-drain

bias VSD. Figures 3(a) and (b) show the conductance
gUWðVSDÞ for VG fixed on the UW1 plateau. gLW ∼
0.3e2=h depends only weakly on VSD. At large
VSD > 1 mV, conductances around 2e2=h are approached,
while at low VSD ∼ 0, a sharp zero-bias anomaly (ZBA) of
reduced gUW ≲ 1e2=h develops. While the ZBA could be
related to the energy to destroy the nuclear spin helix, it
could also have various other origins. Further, large bias
causes resistive heating, raising temperature. Indeed, the
jVSDj behavior and T dependence shown in Fig. 2(b)
appear qualitatively very similar. Given the sharp ZBA,
great care was taken to keep VSD small throughout all linear
response measurements (VSD ¼ 3.5 μV, experimentally
chosen to avoid nonlinear effects).
We now turn to the influence of a magnetic field.

Figure 3(c) compares g at B ¼ 0 and BZ ¼ 2.8 T

perpendicular to the 2DEG, at base T. While gLW is
changed, the step height δg is hardly affected at all:
δgðBZÞ remains close to 1e2=h within the error bars [see
inset Fig. 3(c)], despite Landau levels and edge states
induced by BZ in the 2DEG, reaching filling factor ν ¼ 3 at
BZ ¼ 3 T. Further, the transitions from LW1 to UW1 at the
larger B are comparable to B ¼ 0 data (see, e.g., Fig. 4) and
do not provide evidence for an additional plateau. Note that
at 3 T, the Zeeman splitting is much larger than temper-
ature, and the Landau level spin splitting is already resolved
for much lower BZ ∼ 0.3 T. Finally, δg shows very little
dependence on BX (Fig. 1). Overall, we did not find
evidence for qualitative changes of the UW1 conductance
step in moderate B fields.
We emphasize that the experiments [26,28], which

studied single wires at T ≥ 300 mK, are consistent with
the results presented in this Letter. New here is the full g
reduction to g ∼ 1e2=h, T independent for T ≲ 100 mK,
combined with the sharp zero-bias dip, B-field independ-
ence, and pronounced low-T conductance oscillations. In
light of our new and complementary data, we now proceed
to analyze different theories attempting to explain our
findings, including reexamining models already discussed
in Refs. [26,28]. First, noninteracting theories must be
rejected: reduced conductance quantization within the
Landauer formula results from nonideal transmission t <
1 [4], in contradiction to the observation of ballistic
transport in our wires, in addition to the objections already
raised in Ref. [26]. Our measurements with two wires in
series show that t is at most a few percent below t ¼ 1, in
any case ruling out a g reduction by a factor of 2.
Second, we examine e-e interactions in the wire. A

weakly disordered LL connected to Fermi liquid (FL) leads
[25] gives conductances decreasing below 2e2=h with a
power law in VSD and T. A finite conductance ∝ L−1 is
obtained at T ¼ 0 due to thermal freeze-out: when the
thermal length LT exceeds the wire length L at low enough
T, g becomes T independent. However, here, δgðTÞ remains
clearly T dependent well below the freeze-out temperature
∼0.6 K (see Fig. 2) and further cannot reasonably be fit
with a single power law over the entire T range. Therefore,
LL theory for the 2 μm wire alone is an unlikely
explanation.
Next, we consider e-e interactions also outside the wire.

The 1DEGs may also experience non-FL correlations,
albeit weaker than the wire since the 1DEGs are not single
mode. The 2D-1D coupling scale l2D−1D ∼ 6 μm sets an
effective LL system length L1DEG ¼ 2l2D−1D þ L com-
prised of segments l2D−1D on each side of the L ¼ 2 μm
wire. As T is reduced, LT first grows larger than L before
eventually surpassing L1DEG, where gðT → 0Þ saturates at
gsat ∝ 1=L1DEG. Hence, two temperature ranges with dis-
tinct power laws emerge, before g saturation at low T.
δgðTÞ is consistent with such a model, giving decent

agreement with two separate power-law fits. Further, a
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FIG. 3 (color). Bias and B-field dependence. (a),(b) g as a
function of dc bias VSD, for fixed VG on the UW1 plateau.
(b) Different temperatures as labeled. (c) g at B ¼ 0 (red) and
BZ ¼ 2.8 T applied perpendicular to the 2DEG (blue), shifted in
g to align the LW1 plateau. The inset shows the conductance step
height δg versus BZ.
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reasonable saturation temperature results: LT > L1DEG
occurs on a temperature scale of ∼0.1 K, where indeed
the δg data is seen to lose T dependence. The value gsat ∼
1e2=h could then simply be a coincidence, but would
depend on the details of the 2D-1D coupling. This coupling
must involve scattering at an impurity or defect due to the
large momentum mismatch between 1DEG and 2DEG
electrons [26], and hence, within this model, gsat will
depend on parameters [36] such as disorder, chemical
potential (density), and B fields.
Figure 4 displays gðVGÞ for a sequence of LED illumi-

nation [13] steps, ionizing more and more donors and
thereby globally increasing the carrier density and mobility
after each flash. The depletion voltage is proportional to
density, and is seen to become more negative with
increasing LED exposure, enhancing the density by over
a factor of 2; see Fig. 4. Similarly, the 2D density and
mobility increase by roughly a factor of 2 [before illumi-
nation, the density is 1 × 1011 cm−2 and the mobility
∼3 × 106 cm2=ðV sÞ]. Despite the large density change,
the UW1 step height (ceiling of the g oscillations) is seen to
remain very close to 1e2=h. This is seen also in the other
wires. In the absence of any significant density, disorder,
wire, and B field dependence (see Figs. 1 and 3) of gsat, this
scenario has to be abandoned.
A further model put forth in [26] and refined in [28]

proposed a competition between l2D−1D and residual
backscattering in the wires on a length lBS ≫ L for the
reduced g plateaus. This model is expected to exhibit a
similar sensitivity to the 2D-1D coupling details as above,
and can again be ruled out based on the observations in
Fig. 4, augmenting objections already raised in [26,28]. In
addition, both l2D−1D and lBS have (weak) LL power-law
T dependence [37], leading to g → 0 for T → 0, in contra-
diction to the finite gsat observed. Another scenario is an
incoherent LL due to Wigner crystal formation [38,39]. In
this model, g increases from 1e2=h to 2e2=h upon decreas-
ing temperature, opposite to observations here. Further,
very low densities ðaBnÞ−1 ≫ 1 are required (aB is the
GaAs Bohr radius), which is not the case for the wires used
here. Finally, spin orbit coupling has to be ruled out as well,

since the g reduction is seen at B ¼ 0 and shows little B
dependence.
A recent theory by Braunecker, Simon, and Loss [29–31]

predicts helical nuclear spin order in a LL, causing a
reduction of g by a factor of 2, from 2e2=h to 1e2=h for
a clean wire, as seen in the experiment here. Below a
crossover temperature T�, an effective RKKY interaction,
strongly enhanced by e-e interactions, forces the nuclear
spin system via hyperfine interaction into helical order,
constituting a novel state of matter. The resulting large
Overhauser field acts back on the electronic system where a
large gap opens—pinned at the Fermi energy—for half of
the low energy modes, forming a helical LL and causing the
g reduction at B ¼ 0, applicable similarly for single and
double wires [40]. The wire then only transmits spin-down
right and spin-up left movers, therefore acting as a perfect
spin filter. Note that the nuclear spin helix is a thermody-
namic ground state protected by a gap, rather than a
dynamic nuclear spin polarization.
The predicted T� depends very strongly on the charge LL

parameter KC and can exceed 1 K for small KC (strongly
interacting) [29]. Full nuclear order is obtained only at T ≪
T� and zero polarization only at T ≫ T�. Estimating KC is
far from trivial both experimentally and theoretically [14]:
KC ¼ 0.4 gives T� ∼ 0.2 K and KC ¼ 0.3 already
T� ∼ 0.6 K, consistent with the experiment. Further, large
T� result in a rather broad, washed-out transition, as
observed in the experimental δgðTÞ. KC is expected to
depend (weakly) on density n, therefore T� will change over
a conductance plateau. However, given a very broad
transition, this may affect g only weakly, and give rather
flat conductance plateaus, as seen in the experiment. Further,
the theory derives g far below and above, rather than
throughout, the nuclear transition, allowing only a qualita-
tive comparison. Finally, a Zeeman splitting much smaller
than the induced gap should affect neither the nuclear order
nor the conductance, as seen in the experiment.
In summary, we have investigated conductance quanti-

zation in single mode LL wires, finding a very broad
transition at B ¼ 0 from 2e2=h at high T to 1e2=h at low
T ≲ 100 mK, where g becomes T independent. This
behavior is consistently seen in double and single wires,
is independent of overall density and disorder (2D-1D
coupling, illumination), is destroyed with bias VSD similar
to T, and is insensitive to moderate B fields. All these
observations are in good agreement with a nuclear spin
helix model [29–31], which predicts a crossover temper-
ature T� in the observed range, while all other theories
considered here and previously [26,28] are inconsistent
with the data. While we cannot rule out other explanations
we are not aware of, we emphasize that the data are striking
and stand alone, irrespective of the model used for
interpretation.
Further experiments are needed to investigate the role of

the nuclear spins. Resistively detected NMR was already
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attempted here: while detecting clear 2DEG signals, no
identifiable NMR response was found for the wires.
However, it is difficult to estimate what the effect of an
NMR excitation is, what the low energy nuclear spin
excitations are, and whether a detectable resistive signal
would result. Spectroscopic methods [13] might be used to
shed more light on the electronic structure. In the nuclear
spin helix state, the electron system is in the helical LL
regime, equivalent to a spin-selective Peierls transition in a
Rashba spin-orbit coupling wire [30]. Given proximity to
an s-wave superconductor, a topological phase sustaining
Majorana fermions could be created.
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