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We investigate the response of a one-dimensional Bose gas to a slow increase of its interaction strength.
We focus on the rich dynamics of equal-time single-particle correlations treating the Lieb-Liniger model
within a bosonization approach and the Bose-Hubbard model using the time-dependent density-matrix
renormalization group method. For short distances, correlations follow a power law with distance with
an exponent given by the adiabatic approximation. In contrast, for long distances, correlations decay alge-
braically with an exponent understood within the sudden quench approximation. This long distance regime
is separated from an intermediate distance one by a generalized Lieb-Robinson criterion. At long times, in
this intermediate regime, bosonization predicts that single-particle correlations decay following a stretched
exponential, an unconventional behavior. We develop here an intuitive understanding for the propagation of
correlations, in terms of a generalized light cone, applicable to a large variety of systems and quench forms.
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Introduction.—Recent advances in the development of
fast probing and control techniques applicable to correlated
systems have opened up the possibility to dynamically pre-
pare complex quantum many-body states. For example,
effective phase transitions have been induced through the
application of external driving fields [1–3], and states, such
as a Bell state of ions or a Tonks-like state in a quantum gas,
have been realized using tailored environments [4,5]. In fact,
the dynamical preparation of states promises to have an
important impact in fields as diverse as condensed matter
physics, quantum information, quantum optics and atomic
physics.On the theoretical side, despite tremendousprogress
in recent years, many of the basic concepts behind the
dynamical generation of states still remain to be understood.
In this Letter, we focus on the preparation of unconven-

tional states in isolatedsystemsusingslowparameterchanges.
Considerable experimental efforts have been devoted to
understand slow quench dynamics [6–10]. However, in these
works, as well as in many theoretical ones (see Ref. [11] and
references therein), the emphasis has been put on understand-
ing how energy is absorbed and defects produced.
In recent years, the focus has partially shifted towards the

study of longer range correlation dynamics during a slow
parameter quench [12–22]. Understanding the evolution
of such correlations is paramount as the nature ofmany-body
quantum states is typically characterized by long range cor-
relators. Interestingly, light-cone-like spreading [23,24] of
parity correlations, both in space and time, has even been
observed experimentally in an interacting one-dimensional
bosonic gas after a sudden quench of the optical lattice depth
[25]. For slow quenches, a similar linear light-cone-like
evolution of correlations has been predicted for density
correlations in bosonic systems [20] and for single-particle
correlations in fermionic systems [19].

We analyze here the correlation dynamics during a slow
linear increase of the interaction strength, at zero temper-
ature, in two paradigmatic one-dimensional models: the
Lieb-Liniger (LL) and Bose-Hubbard models. We show
that a generalized Lieb-Robinson bound describes the evo-
lution of single-particle correlations. This bound can be
understood within a simple picture involving quasiparticle
pairs created during the quench. At each instant in time, the
quasiparticles propagate at their instantaneous velocity: as
this velocity is time dependent the evolution front possesses
a nontrivial functional form. This nontrivial form contrasts
with the linear evolution front of correlations, the horizon,
which arises after a sudden quench and is due to a constant
quasiparticle velocity [24]. The structure of the correlation
front can be extracted solely from the knowledge of the
quasiparticle velocity and does not require a detailed under-
standing of the more complicated correlation function. In
fact, the approach developed here can be applied to various
interacting systems.
For the models under study, we find that outside the

bound the single-particle correlations decay algebraically
with distance with an exponent determined by the initial
Luttinger parameter and decreased amplitude. In contrast,
inside the bound, the correlations present much more inter-
esting dynamics. For short distances, the algebraic decay
depends on the ramp time [16,19]. While for larger distan-
ces and quench times, the correlations, within the Lieb-
Liniger model, decay following a stretched exponential.
This particular decay form is unexpected as, even for
instantaneous quenches, an algebraic decay persists at all
distances and times [26]. A similar stretched exponential
behavior was found in Ref. [16] (without a time-dependent
prefactor). In the rest of the Letter, we analyze in detail the
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evolution of single-particle correlations, and highlight the
different regimes both in position and momentum space.

Model.—Bosonic atoms in a one-dimensional wave guide
can be described by the LL model

H ¼
Z

dx

�
− ℏ2

2m
ψ†ðxÞ∂2

xψðxÞ þ
gðtÞ
2

ρðxÞ2
�

(1)

with ψðxÞ the boson annihilation operator and ρ ¼
ψðxÞ†ψðxÞ the density. The interaction strength g is related
to the s-wave scattering length as of the atoms and to the
transverse trapping frequency ω⊥ by g ≈ 2πℏω⊥as. We
assume that the gas is initially prepared at a certain inter-
action strength g0 and that for t > 0 a linear variation of the
interaction strength of the form gðtÞ ¼ g0 þ ðgf − g0Þ t=tf
is performed. Experimentally this variation can be
achieved, for example, by using a Feshbach resonance
or by varying the intensity of the transverse trapping [27].
In the presence of an optical lattice in the x-direction, the

system is described by the Bose-Hubbard model:

H ¼ −JX
l

ðb†lþ1bl þ H:c:Þ þ UðtÞ
2

X
l

n̂lðn̂l − 1Þ

with b†l the operator creating a boson at site l and n̂l ¼ b†l bl
the local density operator. The first term corresponds to the
kinetic energy of atoms with hopping amplitude J while the
second term is the on site interaction energy of strength U.
Taking the continuum limit of the Bose-Hubbard model in
the superfluid phase, this model can be mapped onto the LL
model [28]. The linear interaction quench gðtÞ translates
into a linear change of the interaction amplitude UðtÞ.
For both models, in the superfluid phase, the low energy

physics is well described by the Tomonaga-Luttinger liquid
(TLL) Hamiltonian [29,30]

H¼
X
q

q2

2π

�
uðtÞKðtÞθðqÞθð−qÞ þ uðtÞ

KðtÞϕðqÞϕð−qÞ
�
; (2)

where φðxÞ ¼ L−1=2P
qφðqÞeiqxe−jqjα=2 and θðxÞ ¼

L−1=2P
qθðqÞeiqxe−jqjα=2 are conjugate fields satisfying

the canonical commutation relation ½ϕðxÞ;∇θðx0Þ� ¼
iπδðx − x0Þ. We have set here ℏ ¼ 1 and α is a short dis-
tance cutoff. The sound velocity u and the Luttinger param-
eter K are related to the parameters of the original
Hamiltonians. These parameters can, for example, be
extracted from the Bethe ansatz solution of Eq. (1) [31]
or through numerical approaches for the Bose-Hubbard
Hamiltonian [28,32].
In the LL model, the Galilean invariance ensures that the

product uðtÞKðtÞ remains unchanged upon varying the
interaction parameters [33] and thus uðtÞKðtÞ ¼ u0K0.
For small linear changes of these parameters, this translates,
to first order in the variation, to a time-dependent ratio
uðtÞ=KðtÞ≈ðu0=K0Þ½1þt=t0� with t0¼πu0tf=½K0ðgf−g0Þ�
and a typical length scale l0 ¼ u0t0. This result is then used

to obtain expressions for the time-dependent sound velocity
uðtÞ ≈ u0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ t=t0

p
and for the time-dependent Luttinger

parameter KðtÞ ≈ K0=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ t=t0

p
. These expressions are

still valid for small parameter variations in the Bose-
Hubbard model given the relation U0=f a ¼ g0=f , where a
is the lattice constant.
A major distinctive feature of the TLL model is that its

low energy excitations are collective modes (density fluc-
tuations) instead of individual quasiparticles. Hence, only
quasi-long range order persists even down to zero temper-
ature [29]. The time-dependence of the interaction does
not introduce couplings between the different momentum
modes of the TLL Hamiltonian. This leads to momentum
decoupled equations of motion for the Fourier components
of the fields of the form [16,19,20]

d
dt
ϕðqÞ ¼ u0K0qθðqÞ and

d
dt
θðqÞ ¼ − uðtÞ

KðtÞqϕðqÞ: (3)

Their solutions can be written using bosonic quasiparticles
with creation and annihilation operators a† and a which
diagonalize the TLL Hamiltonian at t ¼ 0:

ϕðq; tÞ ¼ 2
ffiffiffiffiffiffiffiffiffi
πK0

p
jqj½aqF� þ a†−qF�; (4)

θðq; tÞ ¼ 1

uðtÞKðtÞq

ffiffiffiffiffiffiffiffiffi
πK0

2jqj

s �
aq

d
dt

F� þ a†−q
d
dt

F

�
; (5)

where Fðq; tÞ is the solution of the equation

�
1

u0K0

d2

dt2
Fðq; tÞ

�
¼ − uðtÞ

KðtÞ q
2Fðq; tÞ

with initial conditions Fðq;0Þ ¼ 1, d
dtFðq; tÞjt¼0 ¼ iu0jqj.

This solution can be expressed in terms of Bessel functions
(see Eq. (9.1.51) of Ref. [34]):

Fðq; tÞ ¼ sτ
3
2ffiffiffi
3

p ½J2
3
ðsÞJ1

3
ðsτ32Þ þ J− 2

3
ðsÞJ− 1

3
ðsτ32Þ

þ iðJ− 1
3
ðsÞJ1

3
ðsτ32Þ − J1

3
ðsÞJ− 1

3
ðsτ32ÞÞ� (6)

where sðq; t0Þ ¼ 2
3
l0jqj and τðt; t0Þ ¼ 1þ t=t0 are the

dimensionless momentum and time, respectively, [35].
Evolution of the single-particle correlation function.—

In the following, we survey the rich behavior of the
equal-time single-particle correlation function Gðx; tÞ ¼
1
2
hψðx; tÞψ†ð0; tÞ þ H:c:i during a slow interaction quench.
In the bosonization representation, the equal-time single-

particle correlation function takes the form

Gðx; tÞq≃0 ¼ A2
0heiθðx;tÞe−iθð0;tÞi

¼ A2
0e

− 1
2
Iðξ;τ; ~αÞ; (7)
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where A0 is a nonuniversal constant that depends on the
underlying microscopic model. We introduced for the
dimensionless length ξ ¼ 3x=ð2l0Þ and, correspondingly,
the dimensionless short distance cutoff ~α ¼ 3α=ð2l0Þ.
The function Iðξ; τ; ~αÞ is then given by

Iðξ; τ; ~αÞ ¼ π2τ2

3K0

Z
∞

0

ds se− ~αsð1 − cos sξÞ

× ½ðJ2
3
ðsÞJ− 2

3
ðsτ32Þ − J− 2

3
ðsÞJ2

3
ðsτ32ÞÞ2

þ ðJ− 1
3
ðsÞJ− 2

3
ðsτ32Þ þ J1

3
ðsÞJ2

3
ðsτ32ÞÞ2�: (8)

From the equation above it immediately follows that Eq. (7)
only depends on the dimensionless variables τ, ξ, ~α and not
separately on t, t0, x, and α. This implies that, for a given
final value of the interaction strength, increasing the ramp
velocity, 1=t0, mainly enters the expressions through an
increased rescaled length ξ.

Asymptotic expansion of the single-particle correlation
function.—The time evolution of single-particle correlations
is extremely rich, as shown in panel (a) of Fig. 1 for both
the Bose-Hubbard and TLL models. For the chosen param-
eters, we found very good agreement between the two
evolutions at longer distances, as long as an additional
time-dependent prefactor is multiplied to Eq. (7). This pre-
factor corrects for the short distance behavior which is not
properly taken into account by the low energy TLL theory.

As expected, the bosonization description works better for
slow and small parameter changes. In particular, deviations
are observed when the Mott-insulating phase of the
Bose-Hubbard model is approached or when too many
excitations are created.
Initially, before the slow quench begins (at τ ¼ 1 within

our formalism), the correlation functiondecays algebraically
with distance as GðξÞ ¼ A2

0ð1þ ðξ= ~αÞ2Þ−1=ð4K0Þ. This
behavior is typical of a TLL.Then, as the interaction strength
is slowly ramped up, the form of the correlation function
evolves. For small ξ and sufficiently short τ, changes aremin-
imal as the correlation function still decays algebraically, but
the exponent is now determined by the time-dependent
Luttinger parameterKðτÞ ¼ K0=

ffiffiffi
τ

p
showingup in the expo-

nent (see theSupplementalMaterial [36]).This result implies
that for short dimensionless distances, ξa∶ ¼ τ−1=4 ≫ ξ, the
correlations react instantaneously to the slow interaction
change and adjust to the ground state decay corresponding
to the current interaction value [see panel (a) of Fig. 1].
The main contribution to this mechanism comes from
quasiparticles with large momenta q ≫ 1=l0. This adiabatic
regime spatially decreases with time and disappears com-
pletely when ξaðtÞ ≈ ~α.
For larger distances, the correlations deviate much more

from their standard initial form and a dip appears. The forma-
tionof this dip is a clear signal of thenonequilibriumnature of
the physics at play. For distances beyond this dip, the initial
algebraic decay ξ−1=ð2K0Þ reappears as one can see in panel (a)
of Fig. 1. The position of the dip coincides approximately
with the correlation evolution front. The time-dependent
position of this front can be understood by considering the
propagation of quasiparticles. At any given time t, the system
Hamiltonian is diagonal in its instantaneous quasiparticles
as Hðt0Þ ¼ P

quðt0Þjqja†qðt0Þaqðt0Þ þ 1
2
. Assuming discrete

time steps, this means that the action of the Hamiltonian at
time t − dt, diagonal in its own quasiparticles, has created
(and annihilated) entangled quasiparticle pairs a†qðtÞa†−qðtÞ.
These entangled quasiparticles, forming a pair, propagate
with velocityuðtÞ in opposite direction and thereby carry cor-
relations over a distance 2uðtÞdt within a time interval dt.
Hence, for points separated by a distance ξ larger than
ξB ¼ ð3=l0Þ

R
t
0dt

0uðt0Þ, the single-particle correlation decay
is unaffected by the change in the interaction aside from
an overall prefactor. For the system under study, uðtÞ ¼
u0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ t=t0

p
and we find that ξB ¼ 2ðτ3=2 − 1Þ. Thus,

the evolution front beyond which correlations still follow
the initial algebraic decay is given by ξB as evidenced in
Fig. 1. In particular, the position of the bounddoes not depend
on the ramp velocity and time separately as can be seen in
panel (b) of Fig 1.One clearly sees from there that, for a given
τ, the position ξ of the dip (measured in units of l0) is the same
for different ramp times. The existence of such a propagation
front is reminiscent of the light-cone-like evolution of corre-
lations recently investigated in the context of instantaneous
quenches [23–25, 37–39].

FIG. 1 (color online). Decay of single-particle correlations with
increasing distance for different τ and tf . Comparison between
results obtained using bosonization [Eq. (7)] with K0 ¼
4.1561 and u0 ¼ 1.3323 (solid lines) and using time-dependent
density-matrix renormalization group for the Bose-Hubbard
model (circles) for a quench from U0 ¼ J (lattice length:
L ¼ 100, filling: n ¼ 1, maximum number of bosons per site:
6). (a) Time evolution for different values of τ and for a fixed
value of tf ¼ 40 ℏ

J. The two dashed lines intersecting all τ data
sets are the bounds: (left) ξa ¼ τ−1=4 and (right)
ξB ¼ 2ðτ3=2 − 1Þ. The colored dashed lines on the left of ξB
are curves proportional to the function ½1þ ðξ= ~αÞ2�−1=ð4KðτÞÞ,
while the dashed lines on the right of ξB are curves proportional
to the function ξ−1=ð2K0Þ. (b) Comparison between different ramp
times tf for a fixed value of τ ¼ 3. The vertical dashed line is the
bound ξB ¼ 2ðτ3=2 − 1Þ.
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For larger dimensionless times, as illustrated in Fig. 2, an
additional decay regime takes place at intermediate distan-
ces before the bound ξB. This interesting behavior shows
up in the bosonization approach and takes the form

Gðξ;τÞq≃0≃
~CðτÞexp

�
− 2

1
3π2τ

1
2

K0Γð13Þ3
ξ
1
3

�
exp

�
π

3
2τ

1
2Γð1

6
Þ

6K0Γð13ÞΓð23Þ2
1

ξ
1
3

�

(9)

with ~CðτÞ a prefactor independent of ξ. For intermediate τ,
both exponential terms are required to adequately repro-
duce the behavior of Eq. (8) as shown in Fig. 2.
However, for values of τ whose corresponding bound ξB
is located at sufficiently large ξ, only the first exponential
term is important. In this case single-particle correlations
decay with distance as a stretched exponential; a similar
decay was found in Ref. [16]. Such a functional form is
unconventional for Luttinger liquids as, typically, correla-
tions decay algebraically in these systems. Even for sudden
interaction quenches in both bosonic and fermionic systems
[26,40] and for slow quenches in fermionic systems [19],
only algebraic decay of correlations has been uncovered.
The presence of such an unusual functional form is mainly
due to the reinforcement of the amplitude of phase fluctua-
tions at low momenta with respect to the equilibrium case.
The quench generates an unusual (nonthermal) distribution
of quasiparticles around 3=ð2ξBl0Þ < q ≤ 1=l0 [36].

Moreover, as the appearance of the stretched exponential
decay is limited to large values of τ, this regime only occurs
for relatively large parameter changes t ≫ t0. It is still an
open question whether this stretched exponential decay
regime arises within the Bose-Hubbard model. As this
regime only occurs for large parameter changes, the
TLL model might not describe properly the dynamics of
the Bose-Hubbard model and relaxation mechanisms not
present in the TLL model might dominate the evolution.
A careful analysis of this last point would be extremely
valuable but is left to further studies.

Experimental implementation and detection.—One-
dimensional interacting bosonic gases have been realized
experimentally using various setups [41–43]. The time
dependence of the ratio of the potential to the hopping param-
eter can be implemented using Fesbach resonances, or by
varying the optical lattice depth or the transverse trapping.
Detection of the single-particle correlation function can

also be carried out experimentally. Using radio-frequency
pulses, atoms can be outcoupled from the one-dimensional
Bose gas at two spatially separated positions and their inter-
ference is then observed after a free fall. This technique was
successfully employed to measure the buildup of equal-time
single-particle correlations in a Bose-Einstein condensate
after a sudden decrease of its temperature [44,45].
Another possible detection scheme relies on time-of-flight
measurements, which provide, in the far-field limit, access
to the momentum distribution nðqÞ ¼ R

dxeiqxGðxÞ. The
very long distance behavior of the single-particle correlation
is dominated by the Luttinger liquid power law; however,
at a critical wave vector qc, determined by the ballistic
expansion condition, a crossover occurs and nðqÞ is domi-
nated by the Fourier transform of the stretched exponential.
Therefore, at qc ∼mBξBl0=t (with mB the atom mass) a
crossover should be visible in the time-of-flight measure-
ments. One of the main challenges towards the observation
of the evolution of correlations will be the realization of a
relatively homogeneous gas as inhomogeneities can cause
mass transport and mask the internal evolution [22,46].
However, due to recent experimental advances [9,47], we
believe that, in the future, creating approximately box-
shaped one-dimensional gases will be possible.

Conclusion.—We uncovered various interesting regimes in
the dynamics of single-particle correlations arising during
the slow interaction quench of a one-dimensional Bose
gas. We proposed a generalized picture for the propagation
of the correlation evolution front based on the counterpro-
pagation of entangled quasiparticle pairs moving at each
point of time at their instanteneous velocity. Therefore,
the evolution front does not simply spread as a light cone
as found following a sudden parameter change [26,48],
but acquires a more complex functional form.We expect this
picture to apply to other models and quench forms as the
evolution front can be predicted from the sole knowledge
of the quasiparticle velocity. For example, we expect that

FIG. 2 (color online). Behavior of single-particle correlations
with increasing distance for large values of τ=K2

0. Exact evalu-
ation of the bosonization expression [Eq. (8)] (solid lines) is com-
pared to the full approximate expression [Eq. (9)] (dashed lines).
For τ=K2

0 ¼ 100, we also compare the exact expression to the first
exponential term of Eq. (9). In the large τ limit, if one adjusts the
prefactor correctly, the stretched exponential provides a good de-
scription of the correlation decay before ξB. The black dashed line
indicates the position of the evolution front ξB ¼ 2ðτ3=2 − 1Þ.
Used parameters: smin ¼ 10−5, smax ¼ 60 [the lower and upper
cutoffs in Eq. (8)], and ~α ¼ 0.1.
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for a linear decrease of the interaction strength
UðtÞ ¼ U0ð1 − t=t0Þ, starting from a Mott insulator, the
propagation front will be of the form 4Jð2nþ 1Þ ×
tð1 − 8nðnþ1ÞJ2

ð2nþ1Þ2U2
0
ð1−t=t0ÞÞ as the maximal velocity of

quasiparticles is given by vmax ≈ 2Jð2nþ 1Þ ×
ð1 − 8nðnþ1ÞJ2

ð2nþ1Þ2U2
0
ð1−t=t0Þ2Þ where n is the average filling [48].

These results may serve as a basis for comparison with
experimental studies of unconventional time evolutions in
many-body one-dimensional systems.
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