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We employ a single-charge counting technique to measure the full counting statistics of Andreev events
in which Cooper pairs are either produced from electrons that are reflected as holes at a superconductor–
normal-metal interface or annihilated in the reverse process. The full counting statistics consists of quiet
periods with no Andreev processes, interrupted by the tunneling of a single electron that triggers an
avalanche of Andreev events giving rise to strongly super-Poissonian distributions.
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Superconductors are materials that below a critical
temperature lose their electrical resistance and thereby allow
a supercurrent to flow [1]. Inside the superconducting gap
electrons combine into Cooper pairs that carry electrical
charge through the superconductor without dissipation.
The conversion of a Cooper pair into normal-state electrons
(or viceversa) is known as anAndreev process [2]. In a direct
Andreev process, an electron in a normal-state material is
reflected as a hole at the interface with a superconductor
where a Cooper pair is formed. Moreover, with several
normal-state electrodes coupled to the same superconductor,
crossed Andreev reflections may occur where electrons
coming fromdifferent electrodes combine intoaCooperpair.
Cooper pairs consist of highly quantum-correlated elec-

trons and may thus serve as a source of entanglement when
split into different normal-state electrodes [3–5]. The entan-
glement of the spatially separated electrons can be detected
through current noise measurements [5]. Experiments on
superconductor–normal-metal junctions have also revealed a
doubling of the shot noise due to the conversion of Cooper
pairs into normal-state electrons [6]. However, a complete
understanding of the fundamental tunneling processes at a
superconductor–normal-metal interface requires measure-
ments beyond the average current and the noise only.
Higher-order correlation functions are encoded in the full
counting statistics (FCS), which quantifies the probability
pðn; tÞ of observing n charge transfer events during the time
span [0,t]. The FCS of normal-state electrons has been
addressed both theoretically [7–9] and experimentally
[10–21]. In contrast, measurements of the FCS of charge
transfer into superconductors have so far been lacking
despite great theoretical interest [22–31].
In this Letter we report measurements of the FCS of

Andreev events occurring between a normal-metal island
and two superconducting leads. Our measurements of
the FCS allow us to develop a detailed understanding of
the elementary tunneling processes at the superconductor–
normal-metal interfaces. Figure 1(a) shows our SINIS

structure consisting of a normal-state copper island (N)
connected by insulating (I) aluminum-oxide tunnel barriers
(of a few nanometers thickness [32]) to a pair of super-
conducting (S) aluminum leads. The structure was
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FIG. 1 (color online). SINIS structure and Andreev processes.
(a) A metallic normal-state (N) island (brown) is connected by
insulating (I) tunneling barriers to superconducting (S) leads
(green). The current Id through a separate single-electron
transistor (SET) is sensitive to the charge occupation of the
island and is used to read out the number N of excess charges on
the island. A copper electrode (yellow) increases the capacitive
coupling of the normal-state island to the SET and improves the
detector signal-to-noise ratio. (b) An electron above the Fermi
level of the normal-state island is reflected as a hole and a Cooper
pair is formed in one of the superconductors. Without a voltage
across the SINIS, the Fermi energy EF of the normal-state
material lies in the middle of the superconducting gap 2Δ.
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patterned on an oxidized silicon chip using standard
e-beam lithography techniques. A copper coupling strip
was first formed and covered with a 50 nm thick aluminum-
oxide layer grown by atomic layer deposition. Gold leads
(not shown) were then patterned, making a direct metallic
contact to the superconducting leads. Finally, the SINIS
structure and the gate leads were formed by e-beam
evaporation at different angles. Tunnel barriers were created
by thermal oxidation in between.
The number of excess electrons N on the island is

discrete and can be controlled by applying a voltage Vg to a
gate electrode below it. We parametrize the offset voltage
by the variable Ng ¼ CgVg=e, where Cg is the gate
capacitance and e the electronic charge. The energy
required for charging the island with N electrons is [33]

E ¼ EcðN − NgÞ2; (1)

where the charging energy Ec ¼ e2=2CΣ contains the total
island capacitance CΣ. The structure was designed to have a
large capacitance, such that the charging energy is smaller
than the superconducting gap Δ of aluminum, thereby
allowing for Andreev processes to occur between the
island and the superconducting leads, see Fig. 1(b). The
charging energy Ec ¼ 40 μeV, the superconducting gap
Δ ¼ 210 μeV, and the tunnel resistance RT ¼ 490 kΩ
were determined by measuring the current-voltage charac-
teristics of the SINIS structure. Measurements were per-
formed in a dilution refrigerator at 50 mK bath temperature.
The charge state of the island was monitored using a nearby
single-electron transistor (SET), whose conductance depends

strongly on the number of excess charges on the island
[12,13,15,17,19,21,34,35].
To illustrate the basic operating principle of our device

we first tuned the offset voltage to Ng ¼ 0.5. Figure 2(a)
shows the energy for different numbers of excess charges.
The states N ¼ 0 and N ¼ 1 are degenerate, while all other
charge states are energetically unfavorable. In this case,
single electrons may tunnel on and off the island from the
aluminum leads with rate Γ. The origin of the single-
electron tunneling is addressed in Ref. [36]. Figure 2(b)
shows a measured time trace of the current Id in the SET
detector, which switches between two values correspond-
ing to N ¼ 0 and N ¼ 1. We count the number of single-
electron tunneling events on and off the island. No voltage
bias is applied. Figure 2(c) displays the measured distri-
bution pðn; tÞ of the number n of single-electron events that
have occurred during the time span [0,t]. The mean number
of events increases with the observation time t and the
distribution grows wider. The single-electron events are
uncorrelated and should be distributed according to a
Poisson distribution

pðn; tÞ ¼ ðΓtÞn
n!

e−Γt (2)

with mean hni ¼ Γt. From this mean value we can extract
the tunneling rate Γ. Figure 2(c) then shows that the FCS of
single-electron events indeed is well captured by the
Poisson distribution above.
We are now ready to measure the FCS of Andreev

events. To this end, we tuned the offset voltage to Ng ¼ 0.
In this case, the charging diagram in Fig. 3(a) is slightly
more involved: The lowest-energy state of the system is the
configuration with N ¼ 0 excess charges. However, a
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FIG. 2 (color online). FCS of single-electron events. (a) Charging diagram showing Eq. (1) with Ng ¼ 0.5. The charge states with
N ¼ 0 or N ¼ 1 excess charges on the island are degenerate. The transitions 0⇆1 occur with rate Γ ¼ 49 Hz. Other charge states are
energetically unfavorable. (b) Time trace of the current Id in the SET detector, which switches between two levels corresponding to
N ¼ 0 and N ¼ 1, respectively. (c) Measured FCS of single-electron events for different observation times t ¼ 10, 100, and 1000 ms.
Poisson distributions given by Eq. (2) are shown with full lines.
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single-electron event may bring the system to one of the
excited states with N ¼ �1 excess charges. The excited
states are energetically degenerate and the island can make
transitions between N ¼ −1 and N ¼ 1 through Andreev
processes, where two electrons at a time are converted into
a Cooper pair in one of the superconductors or vice versa.
The Andreev events occur with an average rate ΓA until the
system relaxes back to the ground state through a single-
electron event. The current Id in the SET detector now
switches between three different values corresponding to
N ¼ −1, 0, or 1, see Fig. 3(b). (A fast sequence of single-
electron events, −1 → 0 → 1, may be mistaken for an
Andreev process, −1 → 1, although it is unlikely.) We
count the number of Andreev tunneling events to and from
the island. Figure 3(c) shows the measured FCS of Andreev
events obtained from around 640 000 Andreev processes.
Again, the mean value of Andreev events grows with time;
however, compared to the FCS of single-electron events,
the width of the distributions is surprisingly large and the
FCS is strongly super-Poissonian.
To understand quantitatively the FCS of Andreev events,

we consider the probabilities p0ðn; tÞ and pAðn; tÞ of the
island being in the ground state or in one of the excited
states, where Andreev events are possible. Both probabil-
ities are resolved with respect to the number n of Andreev
eventsthathaveoccurredduringthetimespan[0,t].TheFCSof
Andreev events is pðn; tÞ ¼ p0ðn; tÞ þ pAðn; tÞ, which can
be conveniently expressed as the inner product pðn; tÞ ¼
h~0jpðn; tÞi of the vectors h~0j ¼ ½1; 1� and jpðn; tÞi ¼
½pAðn; tÞ; p0ðn; tÞ�T [37,38]. We also introduce the moment
generating functionMðχ;tÞ¼P∞

n¼0pðn;tÞeinχ¼h~0jpðχ;tÞi

with jpðχ; tÞi ¼ P∞
n¼0 e

inχ jpðn; tÞi. Themaster equation for
jpðχ; tÞi reads

d
dt

jpðχ; tÞi ¼ MðχÞjpðχ; tÞi (3)

with the rate matrix (see also Ref. [39])

MðχÞ ¼
�
HAðχÞ − Γd 2Γu

Γd −2Γu

�
: (4)

Here HAðχÞ ¼ ΓAðeiχ − 1Þ is the generator of uncorrelated
Andreev events occurring in the excited states with rate ΓA.
The rate for exciting the system is 2Γu and Γd is the
relaxation rate back to the ground state, see Fig. 3(a). The
tunneling rates are extracted from the time traces of the
SET-detector current [12,13,15,17,19,21,34,35]. Solving
Eq. (3), we find jpðχ; tÞi ¼ eMðχÞtj0i, where j0i ¼
½2Γu;Γd�T=ð2Γu þ ΓdÞ is the stationary probability vector
defined by Mð0Þj0i ¼ 0 and h~0j0i ¼ 1. The moment
generating function is then Mðχ; tÞ ¼ h~0jeMðχÞtj0i.
Finally, by inverting the moment generating function for
pðn; tÞ we can evaluate the FCS of Andreev events for
different observation times t.
The theoretical predictions agree well with the measure-

ments in Fig. 3(c) using no fitting parameters. Moreover, a
physical interpretation of the nontrivial FCS follows from
an expansion of the cumulant generating function Sðχ; tÞ ¼
logfMðχ; tÞg in the smallest tunneling rate Γu ≪ Γd, ΓA.
At long times, the cumulant generating function is deter-
mined by the eigenvalue of MðχÞ with the largest real part
[40,41]. Importantly, the cumulant generating function for

(a)

(b)

(c)

FIG. 3 (color online). FCS of Andreev events. (a) Charging diagram showing Eq. (1) with Ng ¼ 0. In the ground state, the island is
occupied by N ¼ 0 excess charges. A single-electron event may bring the island to a state with N ¼ �1 excess charges. The excitations
0 → �1 occur with the rate Γu ¼ 12 Hz. Relaxation to the ground state �1 → 0 happens with the rate Γd ¼ 252 Hz. The transitions
−1⇆1 correspond to Andreev events with the rate ΓA ¼ 615 Hz. (b) Time trace of the SET-detector current Id, which switches between
three levels corresponding to N ¼ −1, N ¼ 0, and N ¼ 1, respectively. (c) Measured FCS of Andreev events for different observation
times t ¼ 10, 100, and 1000 ms. Full lines are calculations based on Eqs. (3) and (4). For comparison a Poisson distribution
corresponding to 1000 ms is shown with a dashed line.
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independent processes is the sum of the cumulant generat-
ing functions for the individual processes. To lowest order
in Γu, we find at long times

Sðχ; tÞ ¼ 2Γut
X∞
m¼1

qðmÞðeimχ − 1Þ þOðΓ2
uÞ (5)

with

qðmÞ ¼ Γd

ΓA þ Γd

�
ΓA

ΓA þ Γd

�
m
: (6)

This shows that the FCS can be approximated as a sum of
independent Poisson processes that with rate 2Γu generate
avalanches of m Andreev events. Each Poisson process is
weighted by the probability qðmÞ of observing an ava-
lanche with m Andreev events. In this approximation,
correlations between subsequent avalanches are neglected
together with the duration of the individual avalanches.
These correlations would enter in Eq. (5) as higher-order
terms in Γu, but would not affect the probabilities in Eq. (6).
We note that similar single-electron avalanches have been
predicted in molecular quantum transport [42].
To corroborate this physical picture, we turn to the

number of Andreev events per avalanche. Figure 4 shows
experimental results for the statistics of Andreev events
within a single avalanche. The figure illustrates that
avalanches with more than ten consecutive Andreev events
are possible. This is also evident from the inset showing a
time trace of the detector current Id, which switches 16
times between the two levels corresponding to N ¼ −1 and
N ¼ 1 excess charges, respectively. The agreement
between the experimental results and the probabilities
qðmÞ in Eq. (6) supports the interpretation that avalanches
of Andreev events, triggered by the tunneling of single
electrons, give rise to the strongly super-Poissonian FCS.

In summary, we have measured the FCS of Andreev
events in an SINIS structure which exhibits super-
Poissonian distributions due to avalanches triggered by
individual single-electron tunneling events. Our experiment
opens a number of directions for future research on charge
fluctuations in superconductors. These include experimen-
tal investigations of the statistics of entangled electron pairs
produced in crossed Andreev reflections as well as con-
trollable Cooper pair production and detection for quantum
metrological purposes [43].
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