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We present a detailed investigation of the ionic current in a cylindrical model nanopore in the absence

and the presence of a double stranded DNA homopolymer. Our atomistic simulations are capable of

reproducing almost exactly the experimental data obtained by Smeets et al., including notably the

crossover salt concentration that yields equal current measurements in both situations. We can rule out

that the observed current blockade is due to the steric exclusion of charge carriers from the DNA, since for

all investigated salt concentrations the charge carrier density is higher when the DNA is present.

Calculations using a mean-field electrokinetic model proposed by van Dorp et al. fail quantitatively in

predicting this effect. We can relate the shortcomings of the mean-field model to a surface related

molecular drag that the ions feel in the presence of the DNA. This drag is independent of the salt

concentration and originates from electrostatic, hydrodynamic, and excluded volume interactions.
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Nanopores are holes in membranes that can range from
one to a few hundred nanometers. Observing macromolec-
ular transport through nanopores by current measurements
reveals interesting and widely applicable insights into the
properties of single molecules. Especially DNA transport
has been investigated as seminal results [1,2] indicated a
high potential for DNA sequencing. Pores can be realized
by inserting pore proteins into a lipid bilayer, or by creating
holes in thin synthetic membranes, so-called solid-state
nanopores. Good reviews are given in Refs. [3–5].

Figure 1 shows a typical setup for a nanopore experi-
ment. A thin membrane with a small pore separates two
electrolyte filled compartments. A voltage is applied
between them and the electric current is monitored.
Macromolecules, in this Letter we consider double-
stranded DNA, induce short modulations in the electric
current when traversing the pore. These events are the main
observable in the experiments.

Under most experimental conditions a decrease of the
current during translocation events is observed. This seems
reasonable since the presence of the DNA reduces the pore
cross section. However, DNA is a highly charged macro-
molecule, surrounded by a cloud of neutralizing counter-
ions that can enhance the charge transport. Both effects
compete, and experimentally it was found that the electro-
lyte concentration governs the sign of the total effect: at
high salt concentration a current reduction is observed,
whereas at low salt concentrations an enhancement has
been found [6–8]. Furthermore, the mobility of ions in
the vicinity of a DNA molecule may be altered. Zhang

and Shklovskii, e.g., introduced a friction coefficient
between ions and DNA [9], and in Ref. [10] a reduction
of the diffusion coefficient near DNA bases was measured
in atomistic simulations.
Until now the interplay of these effects has not been

fully understood. In this Letter we investigate the problem
with the help of atomistic molecular dynamics simulations.
The conductivity of a nanopore at different electrolyte
concentrations with and without an inserted DNA is mea-
sured. Our results show quantitative agreement with the
experiments of Smeets et al. [6], and moreover, a detailed
comparison of our results to an electrokinetic continuum
model reveals that the ions in the vicinity of the DNA are
slowed down considerably when compared to the bulk. Our
findings show that the blockades observed in translocation
experiments are largely caused by frictional forces

FIG. 1 (color online). Left panel: Sketch of a typical DNA
translocation experiment. DNA (blue contour) is driven through
the pore by applying a voltage. Right panel: We model only the
central region of an long cylindrical pore. It contains a DNA
homopolymer centered on the axis, a variable KCl concentration,
and is filled with explicit water molecules.
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between the DNA and salt ions, and not by a reduction of
the pore cross section.

In the conductance measurements of Ref. [6] the influ-
ence of the electrolyte concentration was investigated sys-
tematically for 10 nm wide nanopores in a silicon wafer.
Double-stranded �-DNA was transported through a nano-
pore and the electric current was measured. The same
experiment was performed for different electrolyte con-
centrations between 0.1 and 1 mol=l potassium chloride.
For the lowest salt concentrations a current increase of
15% was observed, while for a unimolar electrolyte con-
ditions a blockade of�4% was found. The crossover point
between enhancement and blockade was determined to be
around 0:3 mol=l.

In a similar experimental setup it was possible to deter-
mine the force that is electrically exerted on the DNA.
Several (�)-DNA strands were attached to a colloidal
particle that could be positioned by laser tweezers close
to the nanopore opening. Single DNA strands could revers-
ibly be inserted into the pore by applying a voltage of
100 mV. The force applied on the particle by the DNA
was inferred from the displacement of the trapped colloid
[11]. The observed forces were explained with the follow-
ing continuum model proposed by van Dorp et al. [12]: the
DNA was treated as an infinitely long homogeneously
charged cylinder with a radius of 1.1 nm and a line charge
density � of 5:88e=nm. This corresponds to two elemen-
tary charges per base pair every 0.34 nm along the DNA
axis. The motion of the surrounding ions and water mole-
cules was described by the standard model of electroki-
netics [13,14]: the Poisson equation for electrostatics, the
Stokes equation for fluid flow and diffusion-convection
equations for two ion species, Kþ and Cl�. In the simple
cylinder-in-cylinder geometry the local ion concentrations
c�ðrÞ can be obtained directly from a solution of the
Poisson-Boltzmann equation, as the distribution of ions is
not perturbed by a field applied along the cylinder axis. The
Stokes equation can be solved by simple integration to
obtain the axial water velocity u. Finally, the ion velocities
v� are determined from their respective mobility�� times
the electric field plus the fluid velocity, v� ¼ ��Eþ u.

We solved this model numerically and found that it fails
to describe the observed conductance crossover (see
Supplemental Material [15]). Only for electrolyte concen-
trations above 0:8 mol=l the number of ions excluded from
the pore due to the volume of the DNA exceeds the number
of extra ions in the counterion cloud. Taking into account
the motion of water even shifts the crossover to 1:2 mol=l.
This discrepancy motivated us to perform simulations with
atomistic resolution. Our strategy is to create a system that
can be compared easily to the continuum model, so that we
can assess its validity.

Our setup is depicted in Fig. 1. A pore of length 6.76 nm
and radius 5 nm was created by placing two layers of
Lennard-Jones particles with � ¼ 0:5 nm at mutual

distances of 0.5 nm on a cylinder in a simulation box of
15� 15� 6:76 nm3. Periodic boundary conditions are
applied in the axial direction, so that the pore resembles a
section of a long cylindrical pore. We added a DNA con-
sisting of 20 CG base pairs, corresponding to two full turns
of the helix. Bonds were not only created between adjacent
bases, but also between the first and the last base pair so
that the resulting strand has no end. Water molecules and
ions were added to the system and it was checked that the
pore wall did not allow any water molecules or ions to leak
out. The DNA charge was neutralized by 40 Kþ ions and a
varying number between 16 and 320 of KCl pairs were
added to the system as salt ions. The phosphorous atoms of
the DNA as well as the pore beads were fixed in space with
harmonic springs, reflecting the experimental observation
that the DNA motion is much slower than the ion motion.
Water was added to the pore and an electric field of
0:2 V=nm was applied in axial direction. The ions start
moving along the pore and particles leaving the system on
one side enter on the other side. With this setup we neglect
DNA conformational changes, that are important for thin-
ner pores of finite length [16]. On the other hand we
reproduce the continuum model geometry precisely, only
with atomistic resolution, and hence can easily assess its
accuracy and deficits.
We applied the AMBER03 force field [17] and the

SPC/E water model [18]. For the potassium ions we
applied the force field parameters suggested by Dang
[19–21]. This parameter set was proven to reproduce the
structure of a DNA dodecamer well [22]. The bonds con-
necting hydrogens atoms to the DNAwere held fixed using
the P-LINCS algorithm [23]. A stochastic velocity rescal-
ing thermostat [24] kept the temperature of the system
constant. The coupling time was set to 5 ps. Electrostatic
interactions were calculated using the SPME method [25]
with a grid constant of 0.125 nm. Ten independent runs of
five nanoseconds were performed for every salt concentra-
tion. The first nanosecond of every run was discarded to
ensure that the system had reached a stationary state inde-
pendent of the initial configuration. We used the software
GROMACS 4.5.5 [26–28]. Conceptually similar simulation

studies have been conducted by Luan et al. [29], however,
with a focus on measuring the force acting on the DNA.
In the following we perform a detailed investigation of

the static and dynamic properties of the system. It is split
into two parts: First the density profiles c�ðrÞ and velocity
profiles v�ðrÞ, uðrÞ are compared to the continuum model.
Second we determine the electric current through the pore
and compare this to the experimental results of [6].
The static ion density profile reflects the typical behavior

from the literature (e.g., [29–31]). Figure 2 shows, as an
example, the simulation with 64 added ion pairs added.
The counterion density exhibits two significant peaks. One
peak occurs at r ¼ 0:5 nm (full height not shown) and a
second peak is observed at r ¼ 1:25 nm. The first peak is
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related to counterions entering into the major and minor
grove of the DNA. This peak compensates 1=3 of the
DNA’s bare charge at all considered salt concentrations.
The second peak indicates the effective radius of the DNA
backbone. For larger distances than 1.25 nm, the ion
distribution is well described by the continuum model.
In the region between r ¼ 3 nm and r ¼ 4 nm an almost
complete screening of the DNA charge was observed for
all salt concentrations. We did not explicitly consider ion
reservoirs in our simulations, but the concentration of a
hypothetically attached reservoir can be obtained from
the mean salt concentration in this region (see the
Supplemental Material [15] for details). We hence deter-
mined the effective reservoir concentration a posteriori for
a given number of ion pairs added to the system.

In the right panel of Fig. 2 we display the ion velocities
v� of both ion species and the water velocity u as a
function of the radial position r. The electrokinetic model
(dotted curves) and the atomistic simulation data are quali-
tatively similar. An electro-osmotic flow of water is
observed in the migration direction of the Kþ ions. Both
ion species move significantly faster than the water whose
velocity tends to zero in the atomistic model approximately
at the inner boundary of the continuum model. The agree-
ment of the hydrodynamic no-slip boundary between both
models up to the size of a water molecule is remarkable.

Motivated by the simple decomposition of the ion ve-
locity v� ¼ ��Eþ u in the continuum model, we define
a position dependent mobility of the ions by computing
their actual velocity minus the local water velocity,
�ðrÞ� ¼ ðv� � uÞ=E. In the region farthest away from
both the pore wall and the DNA the mobility is constant,
and we denote this constant value by�D, the free mobility.
Note, however, that this value is concentration dependent,
reflecting the known fact that the specific conductance is
concentration dependent, as explained quantitatively by
Onsager [32]. In the left panel of Fig. 3 we show the

position dependent Kþ mobility for electrolyte concentra-
tions between 0.15 and 1.2 M, normalized by �D. All
curves collapse onto a single master curve. The range of
the mobility reduction is comparable with the effect found
in Ref. [10]. The different geometries, however, make a
direct comparison difficult.
We interpret the mobility reduction at the boundary as

being caused by three factors. First, the major and minor
groove produce a microscopically rough DNA surface, so
that ions are trapped inside are virtually immobile. Second,
the charge pattern on the DNA causes electrofriction
[33,34] that can extend beyond the DNA backbone.
Finally, it is well known that hydrodynamic interactions
slow down the motion of particles near a hydrodynamic
boundary [35], an effect that is likely important on the
nanoscale as well.
In order to quantify how the mobility reduction next to

the boundary affects the current, we split the current into
three contributions: (1) the current ID that would be
expected if the mobility was constant and the water was
immobile, (2) the advective current IW due to the water
flow, and (3) the (negative) current contribution IF that is
suppressed by interfacial friction. We express all of these in
terms of current densities which we define as the direct
current density jD ¼ cþ�þ

DE� c���
DE, the advective

current density (as in [36]) jW ¼ cþu� c�u, and the
interfacial current reduction density jF ¼ j� jD � jW ,
where j is the total current density. The direct current
depends, apart from the concentration dependence of the
mobility, only on the number of ions of both species inside
the pore. Therefore it contains both the extra counterions
that the DNA brings into the pore, and the ions expelled
from the pore due to the DNA’s finite volume.
In the right panel of Fig. 3 we report the direct and

advective current density, the density of interfacial current
reduction. They are weighted by the radius, so that the area
under the graph corresponds to the magnitude of the
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FIG. 3 (color online). Left panel: position dependent ion mo-
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densities as a function of r. We distinguish the direct current jD,
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associated current. The area between the jF and the sum of
jD and jW represents the total current. The shape of the
direct current follows exactly the ion concentration
reported in Fig. 2. The advective current jW ¼
ðcþ � c�Þu is nonzero only in the regions with net charge,
namely the Debye layer. It only occurs if a DNA is in the
pore, and is a positive modulation of the total current. In
proximity of the DNA the conduction is largely sup-
pressed. The fact that ions in the DNA’s grooves are
virtually immobile is reflected in jD and jF being almost
equal. This, however, applies only to 1=3 of the counter-
ions. Also ions further away from the pore axis, at r >
1 nm, are considerably reduced in mobility, resulting in an
larger frictional current reduction.

We performed identical simulations also for a DNA-free
pore. We investigate the relative current modulation
ðIwith DNA � Iwithout DNAÞ=Iwithout DNA as this quantity
depends neither on the length of the investigated pore nor
on the absolute value of the mobility of the ions. The total
current was calculated from the displacement of the ions
during a simulation run. In Fig. 4 the results are displayed
together with the experimental data where the lines are
only guides to the eye. We decompose our data into a
direct, an advective, and a frictional component. For all
salt concentrations the current modulations from the simu-
lation are in good agreement with the experimental data.
For high salt conditions a current reduction of around 5% is
observed. The experiments suggest a somewhat lower
reduction, however with uncertainties similar to the devia-
tions between experiments and simulation. For low salt
concentrations the predicted enhancement is larger than

experimentally observed. This can be justified by noting
that the nanopores are not very long (around 40 nm) and
have an hourglass shape. Only the radius at the constriction
corresponds to the 10 nm used here. When the pore is wider
the relative enhancement or blockade can be expected to be
smaller. The crossover point between enhancement and
blockade occurs at an electrolyte concentration of
0:3 mol=l, agreeing with the experiments.
The observed direct current is always larger in the

presence of the DNA since the number of ions in the
pore at equal reservoir concentration is always larger
with DNA in the investigated concentration range up to
1:2 mol=l. The continuum model predicts this only to be
the case up to 0:8 mol=l. Thus the obstruction of the cross
section due to the DNA’s finite volume is always over-
compensated by the presence of the Debye layer. The
advective contribution to the current only appears in the
presence of a DNA strand and is always positive. The effect
that is responsible for the crossover effect, however, can be
clearly identified: without the mobility reduction at the
surface of the DNA no current blockades would be
observed.
To conclude, our atomistic simulation data are in excel-

lent quantitative agreement with the experimentally
observed current modulations. DNA in the pore increases
the conductance for concentrations lower than around
0:3 mol=l, whereas for higher concentrations it decreases
it. The current reduction is not caused by a reduction of the
pore cross section. On the contrary, the number of ions in
the pore is always enhanced by the DNA at the considered
electrolyte concentrations. The main physical effect is the
change in the ion mobility which is reduced due to a
molecular friction effect near the DNA surface and in the
DNA grooves. The simple electrokinetic model of [12],
essentially consisting of a charged cylinder in cylindrical
pore, describes the system surprisingly well. The long
distance ion distribution, the ion velocity, and the magni-
tude of the occurring electro-osmotic flow are captured
almost quantitatively correct. This encourages applying
models with this degree of detail (e.g., [36]). Since the
surface friction is conceptually not contained in the model,
they fail in the quantitative prediction of the current reduc-
tion observed in experiments.
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