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Magnetoelectric coupling is studied using the electric field between the tip of a spin-polarized scanning
tunneling microscope and a nanomagnet. Our experiments show that a negative (positive) electric field
stabilizes (destabilizes) in-plane magnetization against thermal agitation, whereas it destabilizes (stabilizes)
out-of-plane magnetization. We conclude that the electric field E induces a uniaxial anisotropy that favors
in-plane magnetization for E < 0 and out-of-plane magnetization for E > 0. Our experiments demonstrate
magnetic manipulation on the atomic scale without exploiting spin or charge currents.
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Manipulating magnetic properties with an electric field is
in the focus of ongoing extensive research in the field of spin-
tronics [1–9]. Especially, tuning the magnetic anisotropy by
an electric field is a promising candidate for solving the fun-
damental dilemma in data storage applications: Whereas a
large anisotropy is needed to stabilize a magnetic bit against
thermal agitation, a low anisotropy is desired during mag-
netization reversal when writing information. An electric
field can maximize or momentarily decrease the magnetic
anisotropy [10–12], thereby stabilizing a magnetic bit for
long-term storage or facilitating magnetization reversal
when writing information. As virtually no current is needed
for this electric-field-based scheme, such devices could ben-
efit from smaller power consumption compared to conven-
tional magnetic field or spin-transfer torque based devices.
Experiments on semiconductors [1,2,5], multiferroic

materials [3,6] or metals [4,7,13,14] demonstrated that
an electric field can modify the magnetic properties via
magnetoelectric coupling. Here, metallic systems have
received considerable attention due to the potential easy
integration into spintronic devices. However, in metals
the electric field is screened by free electrons and, thus,
cannot penetrate the bulk. Therefore, electric-field-induced
modifications of the magnetic properties can only be
expected at the surface and in thin-film systems. To our
knowledge all studies to date were performed on layered
extended thin films where the electric field is applied across
an insulating layer of electrolyte or dielectric material
[4,7,13,14]. The preparation of these systems is challeng-
ing, since imperfections like local inhomogeneities and
defects can complicate the correct interpretation of the
experiments. In our studies using spin-polarized
scanning tunneling microscopy (SP-STM), we realize a
well-defined, atomically sharp magnet-to-vacuum interface
and address single, defect-free magnets on the atomic scale
for electric-field-induced manipulation of their magnetic
properties.

Figure 1(a) illustrates our experimental approach: A
ferromagnetic nanoisland consisting of only a few atoms
is placed on a metallic substrate, and an electric field is
applied by approaching a biased scanning probe tip. In this
setup, the magnetoelectric coupling is maximized by reduc-
ing the thickness of the nanomagnet to a single
atomic layer.
Our experiments were performed under ultrahigh vac-

uum conditions with a pressure below 1 × 10−8 Pa using
a home-built variable temperature SP-STM. In the micro-
scope, both the tip and the sample are cooled by a
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FIG. 1. (a) Scheme of the experimental setup. (b) Spin-
polarized STM topography taken at U ¼ −100 mV, I ¼ 2 nA,
T ¼ 45 K. (c) Telegraph signal observed when the tip is posi-
tioned above the island marked in (b) and scheme for thermal
magnetization reversal. (d) Switching rate of the island as a func-
tion of tunnel current for two different bias voltages (lines are
guides to the eye).
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continuous flow He cryostat. Tungsten and molybdenum
substrates were prepared by annealing in oxygen atmos-
phere and subsequent high temperature flashes [15].
Depositing iron onto these substrates leads to the

pseudomorphic formation of atomic-scale monolayer
nanoislands that are found to be ferromagnetic at cryogenic
temperatures. When prepared onW(110) they exhibit an in-
plane uniaxial magnetic anisotropy with the easy axis of
magnetization lying in the [11̄0] direction [16,17]. In con-
trast, when prepared on Mo(110), the easy axis is pointing
out of the surface plane [18].
Figure 1(b) shows an SP-STM topography map of three

Fe nanomagnets on a W(110) substrate, taken with an in-
plane sensitive bulk Cr tip. The nanomagnets consist of
about 100 to 150 atoms and frequently switch their mag-
netic orientation due to thermal agitation at the given tem-
perature of 45 K. In SP-STM, the tunnel current I is
proportional to the projection of the magnetization of the
tip onto the magnetization of the sample. As the measure-
ments are performed in constant current mode, the distance
between tip and sample z has to be adjusted whenever
the nanomagnet reverses its magnetization. Therefore, a
telegraphic noise pattern emerges in z, as can be seen in
Fig. 1(c). Consequently, the magnetic orientation of the
nanomagnet can be recorded in real time, and the switching
rate ν can be derived.
As has been shown before, ν can be described by a Néel-

Brown law [18–22]

ν ¼ ν0 exp

�
− Eb

kBT

�
: (1)

Here, kBT is the thermal energy, Eb the energy barrier that
has to be overcome during magnetization reversal and ν0
the attempt frequency.
The switching rate of an individual island was analyzed

as a function of tunnel current I for two different bias volt-
ages U, as can be seen in Fig. 1(d). More than 1000 switch-
ing events were recorded and evaluated for every data
point. In agreement with previous studies, Joule heating
strongly increases the switching rate when large currents
are applied [23–25]. For low currents of I ≤ 1 nA we
observe a constant switching rate as Joule heating is neg-
ligible in this regime. Although we expect to find the
intrinsic switching rate for a vanishing tunnel current, irre-
spective of the bias voltage, the zero current limit of the
switching rate at U ¼ 0.1 V clearly deviates from that at
U ¼ 4.7 V. This indicates that an additional, current inde-
pendent effect modifies the switching behavior of the
nanomagnet.
In Fig. 2(a), the telegraphic noise on another Fe=Wð110Þ

nanomagnet is shown for three different bias voltages at a
very low tunnel current of 100 pA. Compared to the time
trace recorded at 50 mV, the switching rate is again
increased for a high positive bias voltage. Surprisingly,

the switching rate seems to be decreased when a high neg-
ative bias voltage is applied. The switching rate as a func-
tion of bias voltage is shown in Fig. 2(b). A clear trend from
low switching rate at negative bias to high switching rate at
positive bias is visible, ν being tunable by a factor of almost
4 between−5 andþ5 V. The effect is volatile meaning that
as soon as the bias voltage is reduced to almost zero, the
switching rate of the island takes the intrinsic value.
The question arises how a change of the bias voltage can

induce a change in the switching behavior of the nanomag-
net. When changing U the tip-to-sample distance has to be
adjusted in order to keep the tunnel current constant.
However, when changing the bias voltage by 2 orders of
magnitude, the distance is only varied by a factor of 3
[26]. Consequently, the electric field increases significantly
with increasing bias voltage. Therefore, we attribute the
observed modification of ν with U to the coupling of
the nanomagnet to the electric field E. Values of E are
derived from zðUÞ measurements [26], resulting in a maxi-
mum of E ≈ �6 GV=m at U ¼ �5 V. The electric field is
used as a color coding in Fig. 2(b), indicating the direct
relation between switching rate and the electric field
strength.
In a simple picture, the electric field causes a charge

redistribution at the surface of the nanomagnet. Positive
fields lead to a depletion and negative fields to an accumu-
lation of electrons. This in turn leads to a shift of the Fermi
level and a modification of the occupation of the 3d bands
which are responsible for magnetism [7]. Recently, a gen-
eralized perturbation approach showed that a positive
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FIG. 2. (a) Time traces recorded at different bias voltages.
Curves were offset for clarity. (b) Switching rate as a function
of applied bias voltage. Data points are color coded with the elec-
tric field between tip and sample. All measurements were per-
formed at I ¼ 100 pA, T ¼ 45 K. The inset shows the
topography of the investigated island.
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electric field can induce out-of-plane magnetic anisotropy
due to Rashba spin-orbit coupling [27]. A more detailed
understanding of the coupling mechanism can be achieved
by first principle calculations. These have been performed,
for example, on free standing Fe films [10] or Fe=MgO and
MgO=Fe=MgO structures [28], revealing that the strength,
sign and polarity symmetry of the effect can vary strongly
from system to system.
In our experiment, the electric field obviously modifies

the energy barrier that has to be overcome during magneti-
zation reversal. For E < 0 the switching rate is decreased,
indicating an increase of the energy barrier [see Eq. (1)].
Likewise, the switching rate is increased for E > 0, corre-
sponding to a decrease of Eb. We attribute the change of Eb
to magnetic anisotropy induced by the electric field. In a
simple model, it superimposes the intrinsic anisotropy,
as illustrated in Fig. 3(a). For E < 0, the magnetoelectric
coupling favors in-plane magnetization, whereas for
E > 0, an out-of-plane magnetization is preferred. This
results in a stabilization or destabilization of the in-plane
Fe=Wð110Þ nanomagnet against thermal agitation,
respectively.
Depositing the same iron nanomagnets onto a Mo(110)

substrate results in a system with an easy axis of magneti-
zation pointing out of the surface plane [18]. Since the
lattice constant, chemical properties, and, thus, the elec-
tronic structure of molybdenum are similar compared to
tungsten, it is reasonable to assume that the mechanism
of magnetoelectric coupling is the same on Fe=Wð110Þ
and Fe=Moð110Þ. However, an inversion of the electric-
field-induced modification of the switching behavior is

expected when changing between the two systems: the
out-of-plane system is destabilized for E < 0 and stabilized
for E > 0, as illustrated in Fig. 3(b).
Results of SP-STM experiments to validate this

phenomenological model are shown in Fig. 4. The same
tip could be used for the out-of-plane system since bulk
Cr tips are known to be sensitive to both in-plane and
out-of-plane magnetization [29]. The inset in Fig. 4 shows
the topography of a Fe=Moð110Þ nanomagnet that reverses
its magnetization at an intrinsic switching rate of 8 s−1 due
to thermal agitation. As in the case of the in-plane system,
we measured the switching rate as a function of U at low I.
The switching rate could be adjusted to be between 3 and
17 s−1 by changing the bias voltage. We find a higher
switching rate for E < 0 and a lower rate for E > 0.
This is in contrast to the results on the in-plane
Fe=Wð110Þ nanomagnets and, thereby, in perfect agree-
ment with our expectations. Hence, we conclude that the
coupling mechanism is analogous in this system and that
the electric field indeed induces an additional magnetic
anisotropy in the nanomagnet.
To quantify the strength of the magnetoelectric

coupling we modify the energy barrier with an E-field de-
pendent contribution: Eb → Eb þ ΔEbðEÞ. The energy
barrier variation ΔEbðEÞ can then be calculated from
Eq. (1):

ΔEbðEÞ ¼ kBT ln

�
νint
νðEÞ

�
; (2)

where νint is the intrinsic switching rate at vanishing bias
voltage.
A comparison of ΔEb on Fe=Wð110Þ and Fe=Moð110Þ

is shown in Fig. 5. We find energy barrier variations of up
to ΔEb ¼ �2 meV. This is a small change, compared to
the intrinsic energy barrier of Eb ¼ 60 meV for
Fe=Moð110Þ and Eb ¼ 125 meV for Fe=Wð110Þ.
Nevertheless, the electric field significantly alters the
switching behavior, as ν depends exponentially on ΔEb.
The strength of the effect is comparable to spin transfer
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FIG. 3. Schematics of the anisotropy energy as a function of
the polar angle θ of a magnetic system under the influence of
an electric field. The top row shows the energy contribution
from the electric field EE, the second row the undisturbed
system EA, and the third row the effective energy given by
the sum of EE and EA. The electric field either favors in-plane
(E < 0) or out-of-plane (E > 0) orientation of the magnetization.
While the coupling mechanism is exactly the same for the in-
plane system (a) and the out-of-plane system (b), the impact
on the switching behavior is reversed: e.g., for E < 0 the in-plane
system is stabilized, whereas the out-of-plane system is
destabilized.
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FIG. 4. Switching rate as a function of applied bias voltage for
the Fe=Moð110Þ nanomagnet. Data points are color coded with
the electric field strength. I ¼ 100 pA, T ¼ 26:5 K. The inset
shows the topography of the island.
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torque (STT) at elevated tunneling currents observed on the
same sample system (ΔEb;STT ¼ 1.5 meV at 1000 nA)
[24,25]. Note that the STT generates a directed switching
but does not change the magnetic anisotropy.
The out-of-plane Fe=Moð110Þ islands switch their mag-

netization via a coherent rotation [18]. In this case Eb ¼
KV with the magnetic anisotropy K and the volume of
the island V. We can calculate the change of the magnetic
anisotropy ΔKðEÞ as a function of electric field

ΔKðEÞ ¼ ΔEbðEÞ=V: (3)

Using this relation, we find that the variation of anisotropy
mounts up to 68 kJ=m3. The intrinsic anisotropy was deter-
mined to be K ¼ 1100 kJ=m3 [18]. Consequently, the
anisotropy can be changed by 6% in our experiments.
Conventionally, the anisotropy variation is attributed to a
change of the surface anisotropy ΔKs, resulting in a change
of 14 μJ=m2.
To compare this value with studies on different systems,

we refer to an electric field of 1 GV=m. For this field, we
obtain ΔKs ¼ 1.6 μJ=m2. Significantly higher values
ranging from 33 up to 93 μJ=m2 have been reported in
the literature [7,13,14]. However, all of these experiments
rely on the use of a dielectric material as an insulating
barrier between the electrode and the magnetic film.
This significantly increases the charge accumulation at
the surface of the magnetic film compared to the case
of a vacuum barrier [11]. Since the electron accumulation
is the origin of the anisotropy change, this explains the
lower change of magnetic anisotropy in our experiments.
To take the dielectric into account, it is reasonable to
evaluate the strength of the effect in terms of a change
of anisotropy per accumulated surface charge density
σ ¼ ϵ0ϵrE. Here ϵ0 is the electric constant and ϵr is the
relative permittivity of the insulating layer. Referring to
a surface charge density of 8.85 mC=m2 (which is the

surface charge density at 1 GV=m in the case of a vacuum
barrier), the published results project to values between
3.4 and 9.5 μJ=m2 leading to a reasonable agreement with
our finding of 1.6 μJ=m2.
Our approach to investigate magnetoelectric coupling

benefits from atomically well-defined interfaces. In thin
film geometry, interface roughness will create spots with
a locally enhanced electric field and, thus, an inhomo-
geneous anisotropy. Additionally, the interface composi-
tion and intermixing will play a crucial role for
magnetoelectric coupling. It has been shown, theoreti-
cally, that the magnetoelectric coupling is weak for an
ideal MgO=Fe interface but can be strongly increased
by the formation of an interfacial FeO layer [30]. In
our experiments, an ideal, atomically sharp surface to vac-
uum interface is realized.
In summary, we have investigated the influence of an

electric field on the magnetic properties of magnets on
the atomic scale using a spin-polarized scanning tunneling
microscope. Using this setup we demonstrate magneto-
electric coupling across a vacuum barrier. We find that
the electric field induces a uniaxial magnetic anisotropy
energy that favors in-plane magnetization for E < 0 and
out-of-plane magnetization for E > 0. Consequently,
negative (positive) electric fields stabilize (destabilize)
in-plane magnets, whereas out-of-plane magnets are
destabilized (stabilized). We have compared our results
to investigations on extended thin films. Considering
differences of the sample geometry, i.e., the usage of a
dielectric material, we find a similar change of anisotropy
in our measurements.
Our experimental technique permits us to investigate the

coupling between electric fields and magnetic properties
down to the single atom level. The precisely defined inter-
faces will enable quantitative comparison with ab initio
theory and a better understanding of the underlying physi-
cal principles.
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