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Using electronic Raman spectroscopy, we report direct measurements of charge nematic fluctuations in
the tetragonal phase of strain-free BaðFe1−xCoxÞ2As2 single crystals. The strong enhancement of the
Raman response at low temperatures unveils an underlying charge nematic state that extends to supercon-
ducting compositions and which has hitherto remained unnoticed. Comparison between the extracted
charge nematic susceptibility and the elastic modulus allows us to disentangle the charge contribution
to the nematic instability, and to show that charge nematic fluctuations are weakly coupled to the lattice.
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Electronic analogues of nematic states, in which rota-
tional symmetry is broken but translational invariance is
preserved, have been proposed in a variety of correlated
materials [1], such as quantum Hall systems [2], cuprates
[3,4], ruthenates [5], heavy fermions [6] and, more recently,
iron pnictide superconductors [7,8]. In the latter, several
experiments [7,9–13] on strained samples have collected
strong but indirect evidence that the tetragonal-
to-orthorhombic structural transition is driven not by the
lattice, but by electronic nematicity. However, these mea-
surements could not disentangle the roles of the spin
[14–17], charge, and orbital [18–21] degrees of freedom
in the nematic instability.
In BaðFe1−xCoxÞ2As2, the structural transition at Ts

either precedes or accompanies a magnetic transition at
TN , disappearing near the doping concentration with the
highest superconducting transition temperature Tc [see
the phase diagram of Fig. 1(a)]. The nematic or orthorhom-
bic state is characterized by inequivalent Fe-Fe bond
lengths along the in-plane a and b directions [x and y coor-
dinates, respectively, of the one-Fe unit cell used through-
out, see Fig. 1(a)], and by anisotropic electronic properties
[7,9,12,13,22]. If this state is indeed a consequence of the
condensation of an electronic nematic order parameter, its
fluctuations should be present in the tetragonal phase and
should increase as the temperature is lowered towards Ts.
Probing these electronic nematic fluctuations directly is
therefore fundamental to unveil the nature of the structural
transition, and to evaluate their possible role in the super-
conducting pairing mechanism.
Here, we report electronic Raman scattering measure-

ments of the charge nematic susceptibility in the tetragonal
phase of BaðFe1−xCoxÞ2As2 single crystals in which no
explicit tetragonal symmetry breaking stress was applied
(i.e., strain-free crystals). We show that charge nematic

fluctuations are manifested in the Raman spectra by a
quasielastic peak in the x2 − y2 (B1g) symmetry, whose
intensity strongly increases in the tetragonal phase upon
approaching Ts, signaling an incipient charge nematic
order. The extracted static charge nematic susceptibility
displays a sizable enhancement over a wide doping range
above the superconducting dome, suggesting it may play a
role in the superconducting mechanism. Comparison with
available shear modulus data indicates that the enhanced
charge nematic susceptibility is weakly coupled to the lat-
tice, highlighting the need to incorporate additional degrees
of freedom to explain the structural transition.
Raman experiments have been carried out using a diode-

pumped solid state laser emitting at 532 nm and a triple
grating spectrometer equipped with a nitrogen cooled
CCD camera [24]. Single crystals of BaðFe1−xCoxÞ2As2
were grown using the self-flux method. The magnetic
and superconducting transition temperatures were deter-
mined by transport measurements performed on crystals
from the same batch [26]. The structural transition temper-
ature was determined by monitoring phonon anomalies
observed when entering the orthorhombic phase [25].
The electronic Raman response, χμ, probes the weighted

charge correlation function hρμðωÞρμð−ωÞi, where ρμ ¼P
kγ

μ
knk depends on the charge-density operator nk of

the momentum state k, and on the form factor γμk whose
symmetry μ is determined by the polarizations eI and eS
of the incident and scattered photons [27,23]. To probe
the in-plane charge nematic fluctuations, two polarization
configurations can be considered [see inset of Fig. 1(d)].
For photons polarized along the diagonals of the Fe-Fe
bonds, the form factor has x2 − y2 (B1g) symmetry, and
is sensitive to nematic order along the Fe-Fe bonds. This
is the type of C4 (tetragonal) symmetry-breaking realized
in the iron pnictides.
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Note that while the charge nematic order parameter
ϕk ∝ γx

2−y2
k nk changes sign under a 90° rotation, χμ is pro-

portional to its square φ2
k and therefore is C4 symmetric.

Thus, unlike previous transport anisotropy measurements
[7,9,11], we can extract the nematic fluctuations directly
from the Raman response without applying any external
symmetry-breaking field such as uniaxial stress. Besides
the x2 − y2 (B1g) symmetry, we also investigated the form
factor with xy (B2g) symmetry, which is insensitive to
changes that make x and y inequivalent. The behaviors
of these form factors in momentum space are depicted
in Fig. 1(c).
Because of the fluctuation-dissipation theorem, the

dynamic charge nematic fluctuations should be manifested
in the imaginary part of the Raman response function ðχμÞ00
in the appropriate symmetry μ, namely, the x2 − y2 (B1g)
symmetry [28,29]. This is illustrated in Fig. 1(d) for a
strain-free, single crystal of the parent compound
BaFe2As2, where ðχμÞ00 is plotted as function of frequency

for different temperatures and for the two symmetries
described above. While the response in the xy symmetry
is essentially temperature independent above Ts¼138K,
the x2 − y2 response displays a considerable buildup of
intensity below 500 cm−1 upon approaching Ts, with a
subsequent collapse in the nematic or orthorhombic phase.
The temperature dependence and the distinctive x2 − y2

symmetry of this low frequency quasielastic peak (QEP)
clearly links it to dynamic charge nematic fluctuations cor-
responding to an orientational order along the Fe-Fe bonds.
While the spectral line shape of the QEP is linked to the
relaxational dynamics of the nematic fluctuations [30],
we choose here to concentrate on a more transparent quan-
tity: the static charge nematic susceptibility. Indeed the
strong increase of the QEP intensity is associated with
an enhanced static charge nematic susceptibility, χx

2−y2
0 ,

via the Kramers-Kronig relation:

χx
2−y2
0 ¼ 2

π

Z
∞

0

dωðχ00Þx2−y2ðωÞ=ω: (1)

The relevant quantity governing the static nematic suscep-
tibility is thus the Raman conductivity χ00=ω, highlighting
the importance of the low frequency part of χ00 in deter-

mining χx
2−y2
0 . The temperature dependence of χ″=ω, where

the QEP is now centered at zero frequency, is shown in
Fig. 2(a) for six different Co concentrations of
BaðFe1−xCoxÞ2As2, spanning the phase diagram from the
parent x ¼ 0 composition (Ts ¼ 138 K and Tc ¼ 0) up
to the strongly overdoped x ¼ 0.20 composition
(Ts ¼ Tc ¼ 0). For x ≤ 0.045, the QEP displays a system-
atic enhancement as temperature is lowered towards Ts
before collapsing in the symmetry broken phase. The
enhancement of the QEP extends down to Tc for x ¼
0.065 where the superconducting transition temperature
is optimal and no structural transition is detected. For this
particular composition the QEP was found to disappear
quickly upon entering the superconducting state indicating
a suppression of nematic fluctuations in the superconduct-
ing state (not shown). Above optimal composition, the
enhancement of the QEP is strongly reduced but remains
sizable even for x ¼ 0.10, before disappearing for

x ¼ 0.20. The static charge nematic susceptibility χx
2−y2
0

was extracted using Eq. (1) via a partial integration of
the Raman conductivity up to 500 cm−1, since above this
frequency the spectra are temperature independent in the
tetragonal phase. To perform the integration, we used a
Lorentzian relaxational form to extrapolate the Raman con-
ductivity spectra from the lowest frequency experimentally
accessible, 9 cm−1, down to zero [24]. The doping and tem-

perature dependence of χx
2−y2
0 are summarized in the phase

diagram of Fig. 2(b). The maximum of the static charge
nematic susceptibility closely tracks the structural transi-
tion temperature in the underdoped region, vanishing near
optimal doping. This temperature and doping dependence

(a)

(d)

(b) (c)

FIG. 1 (color online). (a) Sketch of the phase diagram of
BaðFe1−xCoxÞ2As2. Ts, TN , and Tc are the structural, magnetic,
and superconducting (SC) transition temperatures, respectively.
(b) Tetragonal FeAs layer, with the x and y axes defined along
the Fe-Fe bonds. (c) Momentum-space structure of the form fac-
tor γμk for x2 − y2 and xy symmetries [23]. (d) Temperature de-
pendent Raman response ðχx2−y2Þ00 and ðχxyÞ00 in a strain-free
BaFe2As2 single crystal with Ts ¼ 138 K. The incoming and
outgoing photon polarizations (eI ,eS) used for each symmetry
configuration are depicted in the insets. The sharp peaks are
due to phonon excitations. The electronic Raman continuum
in x2 − y2 symmetry displays a low frequency quasielastic peak
(QEP) that is superimposed on a weaker and broad continuum
that extends to energies above 1000 cm−1 and is essentially tem-
perature independent in the tetragonal phase (see Supplemental
Material [24]). In the orthorhombic phase, this broad continuum
shows a suppression below 500 cm−1 in both symmetries be-
cause of the Fermi surface reconstruction induced by the simul-
taneous magnetic order [25].
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is qualitatively consistent with previous anistropic transport
data of strained crystals [7,9,11]. However, resistivity
anisotropy is only an indirect probe of the nematic order
parameter since it cannot disentangle the various possible
sources of electronic nematicity.
To perform a more quantitative analysis, in Fig. 3(a) we

plot the inverse susceptibility as a function of temperature
in the tetragonal phase (T > Ts) and for the six Co com-
positions. The softening of the inverse susceptibility, is
seen for all compositions up to x ¼ 0.10, being absent only
for the strongly overdoped, nonsuperconducting, x ¼ 0.20
composition. For all other compositions the inverse

susceptibility above Ts can be well described over a large
temperature range, spanning at least 150 K, by a simple
Curie-Weiss law of the form

ðχx2−y20 Þ−1ðTÞ ¼
�
Aþ C

T − T0

�−1
; (2)

where A and C are constants and T0 is the charge nematic
transition temperature. The resulting fits for the inverse sus-
ceptibility are shown in Fig. 3(a). They unveil an incipient
charge nematic instability at T0 over a wide doping range,
which includes the superconducting dome, in the phase
diagram of BaðFe1−xCoxÞ2As2.
The extracted T0 follows the trend of the thermodynamic

structural transition temperature Ts, decreasing with doping
and vanishing near x ∼ 0.06. However, T0 is significantly
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FIG. 2 (color online). (a) Temperature dependent Raman con-
ductivity ðχx2−y2Þ00=ω for x ¼ 0 (parent), x ¼ 0.02 (strongly
underdoped), x ¼ 0.045 (underdoped), x ¼ 0.065 (optimally
doped), x ¼ 0.10 (overdoped), and x ¼ 0.20 (strongly over-
doped). The structural transition temperature is indicated for
the three underdoped compositions. The x ¼ 0.065 composition
corresponds to optimal superconducting transition temperature
(Tc ¼ 24:5 K where no structural transition was detected.
(b) Evolution of the static charge nematic susceptibility,

χx
2−y2
0 , as a function of temperature and doping. The structural

transition temperature Ts and the superconducting transition
temperature Tc are indicated in red squares and blue triangles,
respectively.
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FIG. 3 (color online). (a) Temperature dependence of the in-

verse nematic charge susceptibility, ðχx2−y20 Þ−1, in the tetragonal
phase (T > Ts) as a function of Co composition. The lines are
Curie-Weiss fits for each composition (see text). (b) (x, T) phase
diagram showing the orthorhombic (Ortho) and superconducting
(SC) phases. The mean-field transition temperature extracted
from the Curie-Weiss fit, T0, is shown as green squares (the green
line is a linear fit of its doping dependence). The corresponding
structural transition temperature Ts (red squares), magnetic tran-
sition temperature TN (white circles), and superconducting tran-
sition temperature Tc (blue triangles) are also indicated [26].
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smaller than Ts, by about 50 K, across the entire phase
diagram [see Fig. 3(b)]. This fact, in conjunction with
the observation of the buildup of the charge nematic fluc-
tuations over a large temperature range, allow us to con-
clude that the incipient charge nematicity is not a mere
consequence of the softening of the lattice orthorhombicity
via a static linear coupling. More importantly, since the
Curie-Weiss expression (2) with T0 significantly smaller
than Ts describes very well the data up to a few Kelvin
above Ts, it implies that the incipient charge nematicity
is, in fact, weakly coupled to the lattice. Because the
tetragonal symmetry breaking has to occur at the same tem-
perature in both elastic and charge degrees of freedom, our
analysis thus suggests the presence of another nematic
degree of freedom which drives the structural transition
at Ts.
We can also draw the same conclusions simply by

comparing the χx
2−y2
0 data directly with the shear modulus

Cs ≡ C11 − C12, which measures the orthorhombic lattice
stiffness [31,32]. Since, by symmetry, the order para-

meters associated with Cs and χx
2−y2
0 are linearly coupled,

we obtain

CS

C0
S

¼
�
1þ

�
λ2

C0
S

�
χx

2−y2
0

�−1
; (3)

provided charge nematicity is the only soft mode present
[17,31]. Here, λ is the linear coupling constant and C0

s is
the high-temperature shear modulus. In Fig. 4, we test
the validity of the above relation for the parent compound

BaFe2As2 by comparing the Cs values inferred from our

χx
2−y2
0 data via Eq. (3) (black) with the experimental Cs data
of Ref. [31] (purple). The discrepancy between the two
confirms our inference above that charge nematicity is
not the only soft mode, suggesting the presence of an addi-
tional electronic nematic degree of freedom. The precise
nature of this additional degree of freedom cannot be ascer-
tained from our Raman study. It is possible that spin fluc-

tuations drive the softening of Cs [14–17] and χx
2−y2
0 via

spin-lattice and spin-charge couplings, respectively.
Alternatively, it has also been proposed that the structural
transition is driven by orbital ordering between xz and yz
Fe 3d orbitals [18–21]. Although the charge fluctuations
measured here do not necessarily come only from fluctua-
tions of the relative charge nxz − nyz between these two
orbitals, it follows from the orbital content of the Fermi sur-
face of the iron pnictides that these orbital fluctuations

should give a major contribution to χx
2−y2
0 if orbital order

is the driving instability ([33], see also Supplemental
Material [34]).
In conclusion, we presented electronic Raman spectros-

copy study of BaðFe1−xCoxÞ2As2 single crystals in the
tetragonal phase, where the C4 symmetry is intact. Our
analysis of the temperature dependence of the enhanced
charge nematic susceptibility, and its comparison to the
shear modulus data, indicate that although these fluctua-
tions contribute to promote the breaking of the tetragonal
symmetry, they are not the only driving mechanism behind
it. The persistence of these fluctuations above the entire
superconducting dome raises the question of whether they
play a role in the pairing mechanism [22,35]. Our results
are reminiscent of earlier Raman studies indicating finger-
prints of fluctuating charge density wave order in cuprates
[28,36]. We note, however, that in contrast to the stripe or
checkerboard orders observed in cuprates, the fluctuating
nematic order observed here does not break any lattice
translational symmetry. Besides shedding light on the
nature of the nematic state of the pnictides, our approach
provides a novel route to investigate electronic nematicity
in other strongly correlated systems where this type of state
has been proposed.
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