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Three-Dimensional Imaging of Individual Dopant Atoms in SrTiO;
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We report on three-dimensional (3D) imaging of individual Gd dopant atoms in a thin (~2.3 nm) foil
of SrTiO;, using quantitative scanning transmission electron microscopy. Uncertainties in the depth
positions of individual dopants are less than 1 unit cell. The overall dopant concentration measured from
atom column intensities agrees quantitatively with electrical measurements. The method is applied to
analyze the 3D arrangement of dopants within small clusters containing 4-5 Gd atoms.
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Obtaining three-dimensional (3D), atomic-scale infor-
mation of dopant atom locations is of great importance for
optimizing nanoscale devices. For example, individual
dopant atoms already control the performance of current
generations of silicon transistors and spintronic devices
[1-3]. Spherical aberration (C,) correction in transmission
electron microscopy allows for subangstrom lateral reso-
lution [4-7] and similar vertical resolution for materials
consisting of two atomic layers [8]. Individual dopant
atoms inside crystals can be detected by atomic-number
(Z) sensitive high-angle annular dark-field (HAADF)
imaging [9-16] and/or electron energy loss spectroscopy
[17-20] in scanning transmission electron microscopy
(STEM). Obtaining 3D information remains, however,
challenging, because of the finite depth of focus that limits
the depth resolution in through-focal series or confocal
approaches [10,21-23], even with recent improvements
(5 nm for C,-corrected probes) [24-26]. An alternative
method is quantitative HAADF-STEM, which measures
the signal from individual atom columns on an absolute
scale for direct comparison with image simulations [27-29].
Information can be extracted from a single image, thereby
avoiding alignment issues of approaches that require mul-
tiple images. In this Letter, we show that quantitative STEM
allows for measuring the 3D arrangements of Gd atoms in a
SrTiO; foil.

We first discuss the challenges in obtaining interpret-
able, depth-resolved information from HAADF-STEM
image intensities. Thin TEM foils are required to max-
imize the dopant visibility [9,13], which also depends on
the Z difference between the dopant atom and host
[13,19,30]. A second challenge is related to the dynamical
scattering of the STEM probe along an atom column [31],
which causes probe intensity oscillations along the beam
direction (z). It precludes unambiguous interpretation of
the contrast in terms of the dopant atom z position for
samples that are thicker than half the oscillation period,
because the contrast becomes a nonmonotonic function of
7 [13,21,22,32]. The frequency of the oscillations increases
with Z of the host, thus decreasing the allowable thickness
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[13]. Figure 1(a) shows the simulated probe intensity as a
function of foil thickness for SrTiO; (see the Supplemental
Material [33]). The first maximum for the noncorrected
probe used here (semiconvergence angle & = 9.6 mrad) is
located at 3.9 nm, thus defining the upper foil thickness
limit. As shown in Fig. 1(a), the period of the oscillations
in C;-corrected STEM (a = 25 mrad) is smaller [13],
requiring a sample that is thinner than 0.8 nm, which is
difficult to obtain.

In this study, we investigate SrTiOj; films, grown by
molecular beam epitaxy with Gd concentrations of O,
0.73, and 3.4 at. %, respectively [33,34]. Figure 1(b) shows
a quantitative (i.e., normalized to the incident beam inten-
sity [27]) HAADF-STEM image of the 3.4% Gd sample.
Brighter Sr columns are visible (see white square), which
may contain Gd. The average thickness of the area in
Fig. 1(b) was measured using simultaneous position aver-
aged convergent beam electron diffraction (PACBED)
[35], shown in Fig. 1(c). The experimental PACBED pat-
tern (left) matches a simulated pattern of 2.3-nm-thickness
(right). However, there are clear thickness variations within
Fig. 1(b). The PACBED intensities are dominated by
thicker regions, so 2.3 nm is close to the maximum thick-
ness. The experimental PACBED has a slightly higher
background, due to diffuse scattering by amorphous sur-
face layers. Both nonuniform thickness and surface layers
must be accounted for in the image analysis.

Atom column intensities, /., (col = Sr or Ti-O) were
obtained by averaging over a circular region around each
column [Fig. 1(d)]. Unlike maximum column intensities,
I . are insensitive to parameters that are difficult to deter-
mine, such as the effective source size, focus spread, scan
noise, sample drift, and Debye-Waller factor [36], and thus
allow for direct comparison of experimental /., to simu-
lations [36]. Figures 1(e) and 1(f) show I, and I1i_o maps
for Fig. 1(b), respectively. Each pixel corresponds to one
I value. The bright Sr column in Fig. 1(b) (white box)
exhibits a high intensity in the /5, map [arrow in Fig. 1(e)].
Its four nearest-neighbor I1i_o [arrow and box in Fig. 1(f)]
have similar values relative to the surrounding columns,
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FIG. 1 (color online).
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(a) Probe channeling characteristics for C,-corrected and noncorrected probes, respectively. The probe is

positioned above a Sr column in SrTiOj3, along 100. Weak, superimposed oscillations are due to the dechanneling and rechanneling of
the probe as it passes through the individual planes of SrTiO; (SrO and TiO,, respectively). (b) HAADF image of 3.4%-Gd-doped
SrTiO;. (c) Experimental (left) PACBED pattern from the area shown in (b) and (right) simulated pattern for a 2.3 nm thick sample. (d)
Magnified image of the region indicated by the square in (b). The circles indicate the areas over which I, and I;-o were averaged.
(e) Is; and (f) Itj-o map from the image shown in (b). Scale bars indicate the intensity value normalized to the incident beam intensity.

indicating a uniform local thickness. Thus, the high Ig;
must be due to at least one Gd atom in that column.
Toward a quantitative analysis of 3D dopant distribu-
tions, we use undoped SrTiO; to determine the experimen-
tal error. Figure 2(a) shows /g, as a function of I35, where
I+-5 is the averaged intensity of the four Ti-O columns
surrounding each Sr column (green open circles). To
exclude data affected by thickness variations, only /g, for
which the standard deviation of I7—5 was less than 4% are
included. Multislice simulations (see the Supplemental
Material [33]), shown as large filled circles in Fig. 2(a),
exhibit lower values than the experimental intensities. This
is in contrast to thicker samples (>5 nm), which show
excellent agreement [27,37]. The discrepancy for these
extremely thin samples (=2.3 nm) is due to non-negligible
contributions from amorphous surface (contamination)
layers. To account for these, we subtract a background
(1) from the experimental I, and Iti_g. Results for Iz =
0.002 are shown as black triangles in Fig. 2(a). The maxi-
mum measured I is 0.0032, corresponding to the maxi-
mum sample thickness of 6 unit cells (2.3 nm) determined
by PACBED, and validates the Iz value used. A two-
dimensional (2D) Gaussian error function [inset in
Fig. 2(a)] was calculated from the standard deviation of a
linear fit to the data [black line in Fig. 2(a)]. The error
cutoff was taken to be the full width half maximum of
this Gaussian. Likely sources of this error are nonuniform

surface layers, sample drift, and electronic noise. We
note that the sample has likely no well-defined surface
reconstruction or termination, which only develop after
appropriate wet-etch and annealing treatments [38].

Figure 2(b) shows I, as a function of I5—5 for Gd-doped
SrTiO;, the fit to the undoped SrTiO; data (solid line), and
the error cutoff (dashed line), determined as described
above. A total of 24 Ig, and It;_o maps, such as those in
Figs. 1(e) and 1(f), from samples containing 0.73% and
3.4% Gd, were used to generate Fig. 2(b). More data points
lie above the undoped SrTiO; line than below it, due to
the presence of Gd. The upper dashed line represents the
visibility criterion, i.e., the limit of unambiguously identi-
fying the presence of Gd atoms in a column. Columns with
intensities above the upper error bound contain at least
one Gd atom.

Column intensities were calculated (see the
Supplemental Material [33]) for all possible dopant con-
figurations within a Sr column, for one or two Gd atoms,
respectively, for the experimental range of foil thicknesses
(3—6 unit cells). The probability of having more than
2 dopants in one column is negligible (less than 0.5% for
a 2-nm-thick 3.4%-doped sample). The calculated /g, as a
function of I35 are shown in Fig. 2(c) for a 5 unit cell
thick region (filled circles). The labels (numbers) indicate
the z position of the dopant atom(s), as defined in Fig. 2(d).
Two numbers indicate two dopant atoms in a column. /g,
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FIG. 2 (color online).
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(a) Experimental I, vs Iz plot for undoped SrTiOs, before (green open circles) and after (black triangles)

subtraction of ;. Multislice simulations are shown as blue filled circles. The inset shows the 2D error function calculated from the
experimental data. (b) Experimental /g, vs I5;=5 plot for Gd-doped SrTiOs after the background subtraction, and fit for undoped SrTiO;
(solid line). The experimental error as defined by the inset in (a) is also shown (dashed lines). (c) Multislice simulations (blue circles)
of column intensities for all possible dopant locations in a 5 unit cell thick region of Gd-doped SrTiO;. The labels (numbers) indicate
the dopant position in the column as defined in (d). The filled darker blue circle is the simulation for a 5 unit cell thick undoped SrTiOj;.
Experimental points, labeled A-G, the undoped SrTiO; fit from (a) (solid line), and error cutoff (dashed line) are also shown. The large,
shaded triangle and the ellipsoid indicate the dopant clusters shown in Figs. 3(a) and 3(b). (e) Histograms of the relative difference

between I, in Gd-doped and undoped SrTiO;.

monotonically increases as the dopant atom(s) is (are) placed
further below the top (entrance) surface. This is expected as
the probe intensity increases with depth [Fig. 1(a)]. All
possible configurations are above the experimental error
cutoff, and are therefore detectable in the measured column
intensity, except for the case of a single dopant located in
position 1. I5;-5 also increases by a small amount.

The overall dopant concentration can be measured from
the I,. Using I5—5, the I, of the 3.4% sample are binned
according to the nearest SrTiO; thicknesses (in unit cells).
Histograms (see the Supplemental Material [33]) of Ig,
relative to Ig, in undoped SrTiO; for each thickness are
shown in Fig. 2(e). All histograms are shifted relative to
zero, due to the Gd doping. The relative shift of Ig,
in calculations of a known Gd amount with random distri-
bution can be compared to the experimental shift [33].
Extrapolation yields the average dopant concentration,
for 3 different thicknesses, of 3.0% = 0.9%, which matches
well with the Hall measurement of 3.4%. The excellent
match validates the analysis method, and shows that
essentially all dopant atoms are detected.

Sr columns above the error cutoff line in Fig. 2(b) can be
analyzed in terms of the number and z positions of the Gd
atoms. As examples, we show in Fig. 2(c) data points from
a 5 unit cell thick region, labeled A—H. To match each of
these points to a simulated configuration, the experimental
error [inset in Fig. 2(a)] needs to be taken into account. For
example, for the point labeled H, the error function spans
eight nearby simulation points, which are listed in Table 1.

Please note that the axes of the inset in Fig. 2(a) and 2(c)
have different scales. The probability p; of each of the
possible configurations is calculated as erf;(r)/Y,erf,(2),
where erf is the error function [inset in Fig. 2(a)], ¢ is
how far the simulated point is from the experimental point
(in intensity), and n is the total number of simulated
configurations spanned by the error function. The proba-
bilities of the possible configurations for data point H are
shown in Table I. The probability for H to contain two Gd
atoms is ~90%. Calculating the expectation value [39] for

TABLE I. List of all possible dopant depth locations (z;),
defined in Fig. 2(d), for the experimental point H in Fig. 2(c),
and their probabilities (p;) weighted by the 2D error function
[shown in 2(a)]. The expectation value is 3 ;z; p; [39]. For details
see the Supplemental Material [33].

Number of First Second Probability

Gd atoms in Probability  atom atom (p;) for

column (%) position  position pairs (%)

1 10.31 5 cee s

2 89.69 2 5 6.17
1 5 16.31
3 4 25.47
2 4 24.74
1 4 11.73
2 3 10.28
1 3 5.30

Expectation value 1.9 £0.76 4.1 £0.61 100.0
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(a),(b) Is; maps (left) and HAADF images (right) of the areas containing A-B columns (a) and C—F

columns (b), for which the intensity data were shown in Fig. 2(c). Yellow circles in the images indicate the areas over which the I,
were averaged. (c),(d) Schematics showing the configurations of dopant atoms in A—B (c) and C—E (d) columns. The most probable
dopant position is shown in red and the expectation values and uncertainties are labeled (yellow numbers). (e) 3D illustration of the
area in (b) with the most probable Gd dopant configuration in columns C-F. For clarity, Sr atoms are not shown and some Ti and

O atoms were also removed.

the first and second dopant atom, respectively, yields the
first at position 1.9 = 0.76, and the second at 4.1 = 0.61
(see the Supplemental Material [33]). These uncertainties
(%£0.24 and 0.3 in units of nm) are smaller than one
SrTiO; unit cell (0.3905 nm). Given that Gd must be
located on a discrete Sr site, positions 2 and 4 are identified
as the most likely positions for these dopant atoms.

The Gd-containing columns labeled A and B, as well
as C—F in Fig. 2(c) are adjacent to each other; i.e., they
form a small cluster. Images and intensity maps are shown in
Figs. 3(a) and 3(b). These are the only clusters in 16 data
points analyzed. The depth Gd positions and their probabil-
ities in columns A—G were determined as described above.
Figures 3(c) and 3(d) depict the most probable configura-
tions for columns A, B, and C-E, respectively. The labels
(numbers) show the expectation values and their uncertain-
ties (see the Supplemental Material [33]). Figure 3(e) shows
a 3D representation of the most probable atomic arrange-
ment of the dopant cluster located in columns C—F'.

In summary, we have shown that the complete 3D con-
figuration of dopant atoms can be determined from single
quantitative STEM images, along with fully quantitative
information of expectation values and dopant visibility.
Sufficiently thin TEM foils are key for unambiguous inter-
pretation. We note, however, that application of the method to
lighter hosts will result in less stringent requirements with
regards to the maximum sample thickness, due to reduction

in probe oscillations [Fig. 1(a)]. For example, for Si, the
sample could be as thick as 10 nm. The expectation values
and uncertainties determined here provide evidence for a
very high confidence level for a specific 3D dopant atom
configuration. The method allows for determination of the
overall dopant concentration within small volumes. It applies
to a wide range of concentrations and materials. For example,
for SrTiO; with 10% Gd, the probability in a 2 nm sample to
have more than 2 Gd atoms in a column is still less than 1.5%.
The method can be fully automated, and carried out off-line,
allowing for routine analysis of different materials, nano-
structures, and devices. Reducing the experimental error
should improve the detection of lighter dopants.
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