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The first double diffractive cross-section measurement in the very forward region has been carried

out by the TOTEM experiment at the LHC with a center-of-mass energy of
ffiffiffi

s
p ¼ 7 TeV. By utilizing

the very forward TOTEM tracking detectors T1 and T2, which extend up to j�j ¼ 6:5, a clean sample

of double diffractive pp events was extracted. From these events, we determined the cross section

�DD ¼ ð116� 25Þ �b for events where both diffractive systems have 4:7< j�jmin < 6:5.

DOI: 10.1103/PhysRevLett.111.262001 PACS numbers: 13.85.Ni

Diffractive scattering represents a unique tool for inves-
tigating the dynamics of strong interactions and proton
structure. These events are dominated by soft processes
which cannot be calculated with perturbative QCD.
Various model calculations predict diffractive cross sec-
tions that are markedly different at the LHC energies [1–3].

Double diffractive dissociation (DD) is the process in
which two colliding hadrons dissociate into clusters of
particles, and the interaction is mediated by an object with
the quantum numbers of the vacuum. Experimentally,
DD events are typically associated with a rapidity gap that
is large compared to random multiplicity fluctuations.
Rapidity gaps are exponentially suppressed in nondiffrac-
tive (ND) events [4]; however, when a detector is not
able to detect particles with the transverse momentum
(pT) of a few hundred MeV, the identification of double
diffractive events by means of rapidity gaps becomes very
challenging. The excellent pT acceptance of the TOTEM
detectors makes the experiment favorable for the measure-
ment. Previous measurements of the DD cross section are
described in Refs. [5,6].

The TOTEM experiment [7] is a dedicated experiment
to study diffraction, total cross section, and elastic scat-
tering at the LHC. It has three subdetectors placed sym-
metrically on both sides of the interaction point: Roman
pot detectors (RPs) to identify leading protons and T1 and
T2 telescopes to detect charged particles in the forward
region. The most important detectors for this measure-
ment are the T2 and T1 telescopes. T2 consists of gas
electron multipliers that detect charged particles with
pT > 40 MeV=c at pseudorapidities of 5:3< j�j< 6:5
[8]. The T1 telescope consists of cathode strip chambers
that measure charged particles with pT > 100 MeV=c at
3:1< j�j< 4:7.

In this novel measurement, the double diffractive
cross section was determined in the forward region.
The method is as model independent as possible. The
DD events were selected by vetoing T1 tracks and
requiring tracks in T2, hence selecting events that have
two diffractive systems with 4:7< j�jmin < 6:5, where
�min is the minimum pseudorapidity of all primary
particles produced in the diffractive system. Although
these events are only about 3% of the total �DD, they
provide a pure selection of DD events and the measure-
ment is an important step towards determining if there is
a rich resonance structure in the low mass region [9]. To
probe further, the �min range was divided into two
subregions on each side, providing four subcategories
for the measurement.
The analysis is structured in three steps. In the first step,

the raw rate of double diffractive events is estimated: the
selected sample is corrected for trigger efficiency, pileup,
and T1 multiplicity, and the amount of background is
determined. In the second step, the visible cross section,
i.e., the cross section for events that have at least one
particle in both sides of 5:3< j�j< 6:5 and no particles
within 3:1< j�j< 4:7, is calculated by correcting the raw
rate up to the particle level. Because roughly half of neutral
only events produce a charged secondary particle [10], the
acceptance and efficiency of detecting both charged and
neutral particles are considered in the corrections. In the
last step, the visible cross section is corrected so that both
diffractive systems have 4:7< j�jmin < 6:5. This j�jmin

range roughly corresponds to the diffractive mass range
of 3:4<Mdiff < 8:0 GeV.
This measurement uses data collected in October 2011

at
ffiffiffi

s
p ¼ 7 TeV during a low pileup run with a special

�� ¼ 90 m optics. The data were collected with the T2
minimum bias trigger. The trigger condition was that three
out of 10 superpads in the same r�� sector fired. A
superpad consists of three radial and five azimuthal neigh-
boring pads, and it is sufficient that one out of 15 pads
registered a signal for a superpad to be fired.
After the off-line reconstruction of T2 and T1 tracks

[11,12], the DD events were selected by requiring tracks in
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both T2 arms and no tracks in either of the T1 arms (2T2þ
0T1). T2 tracks with a �2-fit probability smaller than 2%
and tracks falling in the overlap region of two T2 quarters,
i.e., tracks with 80� <�< 100� or 260� <�< 280�,
were removed. The tracks in the overlap region were
removed because simulation does not model well their
response. In the Letter, this full selection for a visible cross
section is named Itrack. The four subcategories for the
visible cross-section measurement were defined by the
T2 track with minimum j�j on each side, j�þ

trackjmin and

j��
trackjmin. The subcategory D11track includes the events

with 5:3< j��
trackjmin < 5:9, D22track the events with 5:9<

j��
trackjmin<6:5, D12track the events with 5:3< j�þ

trackjmin<
5:9 and 5:9< j��

trackjmin < 6:5, and D21track the events

with 5:9< j�þ
trackjmin < 6:5 and 5:3< j��

trackjmin < 5:9.
Two additional samples were extracted for background

estimation. A control sample for single diffractive (SD)
events has at least one track in either of the T2 arms and no
tracks in the opposite side T2 arm nor in T1 (1T2þ 0T1).
A control sample for ND events has tracks in all arms of T2
and T1 detectors (2T2þ 2T1). Four additional exclusive
data samples were defined for testing the background
model validity: tracks in both arms of T2 and exactly in
one arm of T1 (2T2þ 1T1), tracks in either of T2 arms and
in both T1 arms (1T2þ 2T1), tracks in T2 and T1 in one
side of the interaction point (1T2þ 1T1 same side), and
tracks in T2 and T1 in the opposite side of the interaction
point (1T2þ 1T1 opposite side). Each sample corresponds
to one signature type j.

The number of selected data events was corrected for
trigger efficiency and pileup. The trigger efficiency correc-
tion ct was calculated from a zero-bias triggered sample in
the bins of number of tracks. It is described in detail in
Ref. [13]. The pileup correction was calculated using the
formula

cjpu ¼ 1

1� 2ppu

1þppu
þ 2ppu

1þppu
pj

; (1)

where j is the signature type, ppu ¼ ð1:5� 0:4Þ% is the

pileup correction factor for inelastic events [13], and pj is
the correction for signature type changes due to pileup. The
correction pj was determined by creating a Monte Carlo
(MC) study of pileup. A pool of signature types was
created by weighting each type with their probability in
the data. Then a pair was randomly selected, and their
signatures were combined. After repeating the selection

and combination, the correction was calculated as pj ¼
Nj

combined=N
j
original. Nj

combined is the number of selected

combinations that have the combined signature of j. The
uncertainty in pj was determined by taking the event type
weights from PYTHIA 8.108 default tune [14] and recalculat-
ing pj. The values of uncertainties of pj are between 10%
and 40%, depending on signature type j. The values for

overall pileup correction factors cjpu are between 0.99 and

1.03. The signature type 2T2þ 2T1 has the correction
factor of 0.99; all other signature types have correction
factors that are greater than 1. Finally, the corrected
number of data events were calculated with the formula

Nj ¼ ctc
j
puN

j
raw.

The simulated T1 track multiplicity distribution predicts
a lower number of zero-track events than what was
observed in the data. The number of T1 tracks in the
simulation was corrected to match with the data by ran-
domly selecting 10% (2%) of one-(two-)track events and
changing them to zero-track events.
Three kinds of background were considered for the

analysis: ND, SD and central diffraction (CD). ND and
SD background estimation methods were developed to
minimize the model dependence, and the values of esti-
mates were calculated iteratively. Since the CD back-
ground is significantly smaller than the ND and SD ones,
its estimate (NCD) was taken from simulation, using the
acceptance and �CD ¼ 1:3 mb from PHOJET 1.12 [15].
The number of ND events in the ND dominated control

sample, 2T2þ 2T1, has been determined as

N2T2þ2T1
ND ¼ N2T2þ2T1

data �N2T2þ2T1
DD �N2T2þ2T1

SD �N2T2þ2T1
CD ;

(2)

where N2T2þ2T1
DD and N2T2þ2T1

SD were taken from MC simu-

lations for the first iteration. PYTHIAwas used as the default

generator throughout the analysis. The ratio Rj
ND of ND

events expected in the sample j and in the control sample,
was calculated from MC simulations as

Rj
ND ¼ Nj

ND;MC

N2T2þ2T1
ND;MC

: (3)

The number of ND events within the signal sample was
estimated as

Nj
ND ¼ Rj

NDC
jN2T2þ2T1

ND ; (4)

where Cj is the normalization factor deduced from the
relative mismatch between the data and the total PYTHIA

prediction in the signal sample,

Cj ¼ Nj
data

Nj
MC

N2T2þ2T1
MC

N2T2þ2T1
data

: (5)

The SD background estimation starts from the calcula-
tion of the number of SD events in the SD dominated
control sample, 1T2þ 0T1, by subtracting the number of
other kinds of events from the number of data events,

N1T2þ0T1
SD ¼ N1T2þ0T1

data � N1T2þ0T1
DD � N1T2þ0T1

ND

� N1T2þ0T1
CD ; (6)

where N1T2þ0T1
ND was calculated with the ND estimation

method and N1T2þ0T1
DD was taken from PYTHIA for the first

iteration. To scale the number of SD events to the signal
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region, the ratio Rj
SD was calculated from data. The SD

dominated data events that were used in the calculation of
the ratio have exactly one leading proton seen by the RPs,
in addition to the sample selections based on T2 and T1
tracks. By using the ratio

Rj
SD ¼ N

jþ1proton
data

N
1T2þ0T1þ1proton
data

; (7)

the expected number of background SD events was calcu-
lated as

Nj
SD ¼ Rj

SDN
1T2þ0T1
SD : (8)

The first estimate of �DD was calculated with the ND,
SD, and CD background estimates described above. The
background estimations were repeated with redefined val-
ues of N2T2þ2T1

DD , N2T2þ2T1
SD , N1T2þ0T1

DD , and N1T2þ0T1
ND : the

numbers of DD events were scaled with the ratio of
�measured

DD =�MC
DD , and the numbers of SD and ND events

were calculated using their estimation methods. Next, the
three steps were repeated until N2T2þ0T1

ND and N2T2þ0T1
SD

converged. The iteration converged to the 2� 10�5 level
within three steps. The final numbers of estimates in the
Itrack control samples are shown in Table I, and the esti-
mated numbers of background events in the signal sample
are shown in Table II.

The reliability of the background estimates was exam-
ined in the validation samples. In these samples, the total
estimated number of events is consistent with the number
of data events within the uncertainty of the estimate; see
Fig. 1. The uncertainty in the SD estimate was determined

with an alternative control sample: 1T2þ 1T1 same side.
To determine the uncertainty in the ND estimate, the ratio

Rj
ND was calculated from PHOJET and Nj

ND estimated with
it. A conservative uncertainty of 50% was assigned for the
CD estimate.
The visible DD cross section was calculated using the

formula

�DD ¼ EðN2T2þ0T1
data � N2T2þ0T1

bckg Þ
L

; (9)

where E is the experimental correction, L ¼ ð40:1�
1:6Þ �b�1 is the integrated luminosity, and N2T2þ0T1

bckg and

N2T2þ0T1
data are the total expected background and number of

data events from Table II. The experimental correction
E ¼ 0:90� 0:10 for the Itrack selection. The correction E
includes the acceptance, the tracking, and reconstruction
efficiencies of the T2 detector (1.19 for the Itrack selection
on either side of the IP), the correction of events with only
neutral particles within the detector acceptance (1.10),
bin migration (0.95), and veto efficiency (0.77). The cor-
rection E was estimated using PYTHIA, and the largest

TABLE I. Estimated numbers of ND, SD, CD, and DD events
in the ND and SD background control samples. The numbers
correspond to the full selection Itrack.

ND control sample

2T2þ 2T1
SD control sample

1T2þ 0T1

ND 1 178 737� 19 368 659� 65
SD 74 860� 6954 60 597� 12 392
CD 2413� 1207 2685� 1343
DD 54 563� 19 368 15 858� 1123
Total 1 310 573� 20 614 79 798� 12 465
Data 1 310 573 79 798

TABLE II. Expected number of background events and observed number of data events passing the signal event selection
2T2þ 0T1.

Itrack D11track D22track D12track D21track

ND 829� 239 672� 100 28� 22 115� 16 109� 23
SD 1588� 381 895� 321 80� 76 303� 95 291� 77
CD 7� 3 5� 3 1� 1 1� 1 1� 1
Total expected background 2424� 450 1572� 336 109� 79 419� 96 400� 80
Data 8214 5261 375 1350 1386
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FIG. 1 (color online). Validation of background estimates for
the full selection Itrack. Each plot shows the corrected number of
events in data (black squares) and the combined estimate with
background uncertainties. The combined estimate is the sum of
all components, from bottom to top: the ND estimate (cyan), CD
estimate (green), SD estimate (blue), and DD estimate (red).
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difference with respect to QGSJET-II-03 [16] and PHOJET

was taken as the uncertainty. The D12track, D21track,
and D22track subcategories have an additional correction
factor related to the 5:3< j�trackjmin < 5:9 veto.
Monte Carlo simulations underestimate the number of
secondary particles [10], and therefore we checked the
veto efficiency from data. 2T2þ 2T1 and 1T2þ 1T1
same side selections provide samples where a rapidity
gap of 5:3< j�trackj< 5:9 is not expected. We checked
the ratio N5:9<j�trackjmin<6:5=Ntotal between data and MC in

the 2T2þ 2T1 and 1T2þ 1T1 same side samples, and
determined the additional correction factor in such a way
that the MC ratio is consistent with data. The value of the
correction factor is 1:22� 0:03 (1:24� 0:03) for the posi-
tive (negative) side, and it is an additional component to E
of the D12track, D21track, and D22track subcategories.

TOTEM measured the visible cross section of �DD ¼
ð131� 22Þ �b for events that have at least one particle
in both sides of 5:3< j�j< 6:5 and no particles within
3:1< j�j< 4:7. The visible cross-section measurements
of the subcategories are summarized in Table III.

Diffractive system can still have �min in the uninstru-
mented region; i.e., on either side of the IP one can write
the formula for the number of visible events,

Nvisible ¼ N5:3<j�jmin<6:5 þ Nvisible
4:7<j�jmin<5:3

þ Nvisible
j�jmin<3:1

:

(10)

All the events with 5:3< j�jmin < 6:5 are visible, whereas
some of the 4:7< j�jmin < 5:3 and j�jmin < 3:1 events are
visible by the selection.

To minimize the model dependence, two options were
studied for the �min range: 5:3< j��jmin < 6:5 and
4:7< j��jmin < 6:5. The first option benefits from the
fact that all such events are included in the visible sample,
whereas the latter benefits from the fact that a significant
share of 4:7< j��jmin < 5:3 events are visible by the selec-
tion. The correction was determined from generator level
PYTHIA by calculating the ratios ofN5:3<j��jmin<6:5=Nvisible¼
0:61�0:15 andN4:7<j��jmin<6:5=Nvisible¼0:89�0:12. Since

all the 4:7< j��jmin < 5:3 events are not visible, the cor-
rection factorN4:7<j��jmin<6:5=Nvisible¼0:89�0:12 includes

two components: a share of visible events that have
4:7< j��jmin < 6:5ð0:80Þ and a correction for events that
are not visible by the selection (1.11). The uncertainties of
the correction factors were estimated by comparing the
nominal correction to the one derived from PHOJET. These
correction factors take into account both sides of the IP.
Because the choice of 4:7< j��jmin < 6:5 provides

smaller uncertainty, the visible � range was extended to
j�j ¼ 4:7 to minimize the model dependence in this final
correction. Otherwise, the share of 4:7< j��jmin < 5:3
events would have been the dominating systematic uncer-
tainty. In this Letter, the �min corrected cross section
(4:7< j��jmin < 6:5) is called I, and the subcategories
are D11 (4:7< j��jmin < 5:9), D22 (5:9< j��jmin <
6:5), D12 (4:7< j�þjmin < 5:9 and 5:9< j��jmin < 6:5),
and D21 (5:9< j�þjmin < 6:5 and 4:7< j��jmin < 5:9).
The sources and values of systematic uncertainties are

summarized in Table IV. For each source of systematic
uncertainty, the value was calculated by varying the source
within its uncertainty and recalculating the measured
cross section. The difference between the nominal and
recalculated cross section was taken as the systematic
uncertainty.
TOTEM determined �DD ¼ ð116� 25Þ �b for events

that have both diffractive systems with 4:7< j�jmin < 6:5.
The values for the subcategories are summarized in
Table III.
In summary, we have measured the DD cross section in

an � range where it has never been determined before. The
TOTEMmeasurement is �DD ¼ ð131� 22Þ �b for events
that have at least one particle in both sides of 5:3< j�j<
6:5 and no particles within 3:1< j�j< 4:7. The result was
deduced with PYTHIA to �DD ¼ ð116� 25Þ �b for events
that have both diffractive systems with 4:7< j�jmin < 6:5.
The values for the subcategories are summarized in
Table III. The determined cross sections are between the
PYTHIA and PHOJET predictions for corresponding �min

ranges.
We are grateful to the beam optics development team

for the design and the successful commissioning of the
high �� optics and to the LHC machine coordinators for

TABLE III. Double diffractive cross-section measurements
(�b) in the forward region. Both visible and �min corrected
cross sections are given. The latter is compared to PYTHIA and
PHOJET predictions. PYTHIA estimate for total �DD ¼ 8:1 mb and
PHOJET estimate �DD ¼ 3:9 mb.

Itrack D11track D22track D12track D21track
Visible 131� 22 58� 14 20� 8 31� 5 34� 5

I D11 D22 D12 D21
�min 116� 25 65� 20 12� 5 26� 5 27� 5
PYTHIA �min 159 70 17 36 36

PHOJET �min 101 44 12 23 23

TABLE IV. Summary of statistical and systematic uncertain-
ties (�b).

I D11 D22 D12 D21

Statistical 1.5 1.1 0.7 0.9 0.9

Background estimate 9.0 6.0 3.5 2.7 2.2

Trigger efficiency 2.1 1.2 1.0 0.9 0.9

Pileup correction 2.4 2.1 0.4 1.1 1.0

T1 multiplicity 7.0 3.9 0.7 1.6 1.7

Luminosity 4.7 2.6 0.5 1.1 1.1

Experimental correction 14.7 14.1 2.6 2.0 2.0

�min 15.4 11.0 1.5 2.9 2.9

Total uncertainty 24.8 19.6 4.8 5.1 4.9
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F. Nemes,12,* H. Niewiadomski,6 E. Oliveri,6 F. Oljemark,9,10 R. Orava,9,10 M. Oriunno,2,§ K. Österberg,9,10
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8Università degli Studi di Genova, 16146 Genova, Italy
9Helsinki Institute of Physics, 00014 Helsinki, Finland

10Department of Physics, University of Helsinki, 00014 Helsinki, Finland
11Case Western Reserve University, Department of Physics, Cleveland, Ohio 44106, USA

12MTA Wigner Research Center, RMKI, 1525 Budapest, Hungary
13Ioffe Physical-Technical Institute of Russian Academy of Sciences, 194021 St. Petersburg, Russian Federation

14Warsaw University of Technology, 00662 Warsaw, Poland
15Institute of Physics of the Academy of Sciences of the Czech Republic, 18221 Praha, Czech Republic

16National Institute of Chemical Physics and Biophysics NICPB, 12618 Tallinn, Estonia
17Czech Technical University, 11519 Praha, Czech Republic

18Penn State University, Department of Physics, University Park, Pennsylvania 16802, USA

PRL 111, 262001 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

27 DECEMBER 2013

262001-5

http://dx.doi.org/10.1140/epjc/s10052-007-0514-1
http://dx.doi.org/10.1140/epjc/s10052-007-0514-1
http://dx.doi.org/10.1140/epjc/s10052-008-0704-5
http://dx.doi.org/10.1140/epjc/s10052-008-0704-5
http://dx.doi.org/10.1016/j.physletb.2011.08.050
http://dx.doi.org/10.1140/epjc/s10052-010-1392-5
http://dx.doi.org/10.1103/PhysRevLett.87.141802
http://dx.doi.org/10.1103/PhysRevLett.87.141802
http://dx.doi.org/10.1140/epjc/s10052-013-2456-0
http://dx.doi.org/10.1088/1748-0221/3/08/S08007
http://dx.doi.org/10.1088/1748-0221/3/08/S08007
http://arXiv.org/abs/1211.5841
http://dx.doi.org/10.1209/0295-5075/101/21003
http://dx.doi.org/10.1209/0295-5075/101/21003
http://dx.doi.org/10.1016/j.cpc.2008.01.036
http://dx.doi.org/10.1016/j.cpc.2008.01.036
http://dx.doi.org/10.1007/BF01496594
http://dx.doi.org/10.1016/j.nuclphysbps.2005.07.026
http://dx.doi.org/10.1016/j.nuclphysbps.2005.07.026


*Also at Department of Atomic Physics, Eötvös University, 1117 Budapest, Hungary.
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