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Using nonequilibrium molecular dynamics simulations, we subject bulk liquid to a very high-

temperature gradient and observe a stable liquid phase with a local temperature well above the boiling

point. Also, under this high-temperature gradient, the vapor phase exhibits condensation into a liquid at a

temperature higher than the saturation temperature, indicating that the observed liquid stability is not

caused by nucleation barrier kinetics. We show that, assuming local thermal equilibrium, the phase change

can be understood from the thermodynamic analysis. The observed elevation of the boiling point is

associated with the interplay between the ‘‘bulk’’ driving force for the phase change and surface tension of

the liquid-vapor interface that suppresses the transformation. This phenomenon is analogous to that

observed for liquids in confined geometries. In our study, however, a low-temperature liquid, rather than a

solid, confines the high-temperature liquid.
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It is well known that a liquid confined in nanopores
shows altered phase behavior compared to that of the
bulk fluid [1]. For example, in a hydrophilic nanopore, it
is found that a vapor can condense into a liquid at a
temperature higher than the saturation temperature [2].
Both experimental and theoretical studies reveal that the
shift of phase coexistence curves in confined fluids arises
from the presence of wall-liquid interfaces and the asso-
ciated surface tension [3–9].

Using molecular dynamics (MD) simulations, we
show that an undersaturated vapor can condense into a
liquid under a high-temperature gradient condition.
Condensation of an undersaturated vapor is driven by the
disappearance of the liquid-vapor interfaces, which
reduces the free energy of the system. The observed phe-
nomena require a very high-temperature gradient. Such
high gradients are achievable in experiments of high-power
laser heating of nanoparticles immersed in liquids [10,11].

Our model system is a bulk Ar fluid at 20 atm. We
employ a truncated and shifted Lennard-Jones (LJ) 12-6

potential, with parameters � ¼ 3:41 �A and " ¼
10:3 meV, for Ar-Ar interactions [12]. The cutoff distance
is 3:2�. The long-range corrections of the pressure and
potential energy are not considered, as they cannot be
applied consistently when multiple phases with widely
different densities coexist in the same simulation cell. In
all MD simulations, we use a velocity Verlet algorithm
with a time step size of 8 fs for the integration of equations
of motions [13]. We use the algorithm of Berendsen et al.
[14] with time constants �T ¼ 0:1 ps and �P ¼ 500 ps to
equilibrate the system to a preset temperature T and pres-
sure P. At each preset temperature, the system is first
equilibrated for 2 ns.

First, to establish the reference boiling point Tb of the
bulk liquid, we study the coexistence of the liquid and

vapor phase, both present in the same simulation cell
with a planar liquid-vapor interface between them. In
particular, we place a liquid slab of 2160 Ar atoms in the
middle of a simulation box which has a length of Lx ¼
19:2 nm and cross section area A of Ly ¼ 3:84 nm by

Lz ¼ 3:84 nm. Relatively large Ly and Lz are chosen to

eliminate system size effects [15]. The box size is fixed
during the simulation. Periodic boundary conditions
(PBCs) are applied in all three directions. We equilibrate
structures at multiple temperatures varying from 114 to
134 K. We use 14 ns for data collection and averaging at
each temperature. By fitting the saturation pressure as a
function of temperature, we determine Tb to be 124:33�
0:05 K at 20 atm (see the Supplemental Material for
details [16]).
The second key parameter is the liquid-vapor surface

tension, �lv. To determine its value, we equilibrate the
liquid-vapor coexisting phases at T ¼ Tb. Then, we moni-
tor the value of the pressure tensor in 200 planar bins into
which we divided the simulation cell. We then obtain the
surface tension using the mechanical definition according
to Irving and Kirkwood [17,18]

�lv ¼ 1

2

Z Lx

0
½PNðxÞ � PTðxÞ�dx; (1)

where PN is the pressure normal to the interface and PT is
tangential pressure. The saturation pressure is the average
value of PN (see the Supplemental Material for details
[16]). The factor of 1=2 is used because two liquid-vapor
interfaces are present in the simulation cell. Using the
above described procedure at Tb ¼ 124:33 K, we deter-
mined �lv ¼ 2:813� 0:034 mJ=m2. These results are con-
sistent with the experimental data Tb ¼ 130:01 K and
�lv ¼ 2:994 mJ=m2 at 20 atm [19]. Moderate differences
between the experimental and modeling values can be
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attributed to the neglect of the long-range pressure correc-
tion in MD simulations.

Finally, as required for thermodynamic analysis, we
determined the Gibbs free energy difference between the
bulk liquid phase and the vapor phase of Ar as a function of
temperature. To do this, we evaluated the enthalpy H of
bulk liquid and gas phases at temperatures varying from
124 to 136 K at P ¼ 20 atm. The model system consists of
864 Ar atoms in a cubic box with PBCs to eliminate the
size effect on thermodynamic properties of fluid [20].
Because of the nucleation barrier, vaporization of bulk
liquid occurs at a temperature (136 K) much higher than
Tb, while condensation of bulk vapor occurs at a tempera-
ture (113 K) much lower than Tb (see the Supplemental
Material for details [16]). At each temperature, 15 ns are
used for data collection and averaging. At T ¼ Tb ¼
124:33 K, we obtained �Hb ¼ 4138:9� 1:4 J=mol.
Using this value the entropy difference at the boiling
temperature is given by �Sb ¼ �Hb=Tb ¼ �33:29�
0:01 J=molK. Then, the Gibbs free energy difference as
a function of temperature is determined by

�Gvl ¼ �Hvl � T�Svl; (2)

where �Hvl and �Svl are, respectively, the enthalpy
difference and entropy difference, between the liquid
and vapor phases. �Svl at a given temperature T0 is deter-
mined by

�Svl ¼ �Sb þ
Z T0

Tb

CP;l � CP;v

T
dT; (3)

where Cp;l ¼ dHl=dT and Cp;v ¼ dHv=dT are the spe-

cific heat of Ar at the liquid and vapor phases, respectively.
Now, we turn our attention to MD simulations under a

high-temperature gradient. As shown in Fig. 1, the bulk
fluid contains 8640 Ar atoms. PBCs are applied in all three
directions. The barostat is applied in the heat flux x direc-
tion. The cross section area of the simulation box is fixed at
Ly ¼ 3:84 nm by Lz ¼ 3:84 nm in the simulation. In all

cases, the liquid Ar at 20 atm are first equilibrated for 2 ns
at 125 K. After the system reaches the preset temperature
and pressure, the global thermostat is turned off, and
nonequilibrium MD (NEMD) simulations are performed.
The barostat is still applied to maintain the pressure at
20 atm (see the Supplemental Material [16] for pressure
distribution in the fluid). To generate a temperature gra-
dient in the bulk fluid, we set the region from x ¼ 0 to x ¼
3:84 nm as the heat source, and the region from x ¼ Lx=2
to x ¼ Lx=2þ 3:84 nm as the heat sink (see Fig. 1). The
heat source temperature Th is gradually increased to 136 K,
and the heat sink temperature Tl is fixed at 100 K to ensure
that the Ar around the heat sink region is in the liquid state.
Th and Tl are maintained in the MD simulation by velocity
rescaling at each time step [21]. For each Th, 7 ns are used
to allow the system to reach a steady state.

We found that no vaporization occurs until Th reaches
�136 K. For example for Th ¼ 125:8 K the hot liquid
region is stable [see Fig. 1(c)] despite the fact that it is
above the boiling point. One can argue that we simply do
not observe vapor due to the kinetic barrier for the phase
change. To address this argument, we increased Th to
136 K to force vapor phase formation. The structure and
the corresponding steady state temperature and density
profiles are shown in Fig. 1(a). The temperature at the
liquid-vapor interface is around Tb ¼ 124:3 K, which is
consistent with the thermodynamics boiling point.
Subsequently, we use the above liquid-vapor structure at
Th ¼ 136 K as the initial conditions for the quenching
simulation. In the quenching simulation, Tl is fixed at

FIG. 1 (color online). Snapshot of fluid Ar and the correspond-
ing temperature and density profiles for (a) Th ¼ 136 K and
Tl ¼ 100 K. (b) Th ¼ 126 K and Tl ¼ 100 K. The separation
between two interfaces is about 3.4 nm. The interface is defined
at the plane where T ¼ Tb ¼ 124:3 K. (c) Th ¼ 125:8 K and
Tl ¼ 100 K. The uncertainties of temperature in the gas phase
and the liquid phase are within 0.5 and 0.15 K, respectively.
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100 K and Th is set to gradually lower temperatures.
Through four independent runs, we observed the conden-
sation of the undersaturated vapor occurs between Th ¼
126:0 K and Th ¼ 125:8 K. A more precise determination
of Th at which condensation occurs is difficult since the
uncertainty of temperature in our NEMD simulation is
�0:1 K. The result demonstrates that under very high-
temperature gradient, liquid can be locally above the boil-
ing point and that this is not caused by the kinetic barrier
for the phase change but has a more fundamental origin.

When vapor condensation occurs, the separation
between two gas-liquid interfaces is about 3.4 nm as shown
in Fig. 1(b). The interface is defined at the plane where T ¼
Tb ¼ 124:3 K. To investigate if the collapse of the gas
phase is simply due to proximity of the two interfaces
and possible attraction between them, we carried out equi-
librium MD simulations at 125.8 K and 20 atm. Similar to
the aforementioned simulation in the calculation of liquid-
vapor surface tension we first performed a NVT simulation
at 125.8 K. Then we adjusted the simulation box size Lx

which leads to two liquid-vapor interfaces separating by
�3:0 nm. Subsequently, the barostat is applied in the x
direction to maintain the system at 20 atm. Instead of
condensation of the gas phase as we found in the NEMD
simulation, in the equilibrium MD simulation liquid phase
changes to the vapor phase (see the Supplemental Material
[16] for details). Hence, we conclude that the condensation
of undersaturated vapor in the presence of temperature
gradients is not caused by interactions between liquid-gas
interfaces.

To investigate why the gas-liquid phase transition occurs
at a temperature between Th ¼ 125:8 K and Th ¼ 126 K,
we resort to local free-energy based analysis. We will
assume that despite the large temperature gradient liquid
(or vapor) is at local thermal equilibrium. Therefore, at a
given temperature characterizing a slab of material at
position x, the free energy difference per unit length,
�GvlðxÞ, is given by Eq. (2). The total �Gvl is determined
by integrating �GvlðxÞ over the vapor region. We define
the vapor region as the region residing between liquid-
vapor interfaces.

Using the equilibrium fluid properties, temperature, and
density simulation data for Th ¼ 126 K shown in Fig. 1(b)
and error propagation analyses [22], we obtained the total
�Gvl=A of Ar in the vapor region equal to 6:35�
0:24 mJ=m2. This can be compared with the change of
the free energy due to the disappearance of the two liquid-
vapor interfaces, which is�2�lv ¼ �5:62� 0:07 mJ=m2.
This is a quite striking numerical agreement, considering
that in our analysis we assumed that the vapor (or liquid)
is in a local thermal equilibrium despite the huge tempera-
ture gradient. Furthermore, this agreement suggests that
one can determine the state of the system under high-
temperature gradient from equilibrium criterion
considerations.

Another possible way to do the thermodynamic analysis
is to use the temperature and density profile of the liquid at
Th ¼ 125:8 K. As shown in Fig. 1(c), there is a super-
heated liquid region where the temperature is higher than
Tb ¼ 124:3 K. The density of liquid in this region is
essentially the same as that of bulk liquid at thermal
equilibrium. Using the equilibrium fluid properties, we
obtained 5:04� 0:33 mJ=m2 as the total �Gvl=A of Ar
in the superheated liquid region at Th ¼ 125:8 K, which is
slightly smaller than 2�lv ¼ 5:62 mJ=m2. This result indi-
cates that the gas-liquid phase transition should occur at a
temperature slightly higher than Th ¼ 125:8 K, which is
consistent with the MD simulation result.
In the above MD simulation, the length of heat source

region, Lh, is fixed at 3.84 nm. To investigate if the size of
heat source region affects the simulation results, we
reduced Lh to 2.56 nm and performed NEMD simulations.
We found Th ¼ 128:3� 0:1 K and the length of vapor
region is �2:9 nm when condensation occurs. In this
case, the heat source region is shorter than the vapor
region. Hence, the heat source region only contains high-
temperature vapor phase. Consequently, the condensation
occurs at Th ¼ 128:3 K (for Lh ¼ 2:56 nm) which is
higher than Th ¼ 125:8 K (for Lh ¼ 3:84 nm). For Lh ¼
2:56 nm at Th ¼ 128:3 K, the total �Gvl=A of Ar in the
vapor region equals to 6:11� 0:27 mJ=m2, which is again
close to 2�lv ¼ 5:62� 0:07 mJ=m2.
The results given above show that the increased con-

densation temperature arises from the nanoscale confine-
ment of superheated liquid by a normal liquid due to the
presence of a high-temperature gradient. However, it is
rather difficult, if not impossible, to realize experimentally
the local heating of a pure liquid, as used in our MD
simulations. To connect our study with a more realistic
situation, we also investigated how the temperature con-
finement affects the phase change of a fluid near a hot solid
wall. To this extent, we carried out NEMD simulations on
fluid Ar on a solid substrate. As shown in Fig. 2, the model
system consists of a solid Kr in contact with fluid Ar. PBCs
are applied in all three directions. The aforementioned Ar-
Ar LJ potential describes all the interatomic interactions.
The Kr atoms in the solid slab are initially arranged into a
[1 0 0]-oriented perfect fcc crystal with 5 unit cells in each
of the x, y, and z directions. In addition to the LJ potential,
atoms in the solid slab are connected to their neighbors
with FENE springs VðrÞ ¼ �0:5kR2

0 ln½1� ðr=R0Þ2�, with
k ¼ 30"=�2 and R0 ¼ 1:5� [23] to prevent the melting of
the solid. With the LJ and FENE potentials, the lattice
constant of the solid is about 4.6 Å. There are totally
4000 Ar atoms in the system. With these settings, we
mimic a liquid on a wetting surface.
Similar to the MD simulation in the pure fluid Ar, the

model system is first equilibrated to 20 atm and 100 K, and
then NEMD simulations are carried out by setting the solid
slab as the heat source and the center of the fluid slab as
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heat sink. In the NEMD simulation, Tl is fixed at 100 K,
and Th is gradually increased to 200 K to generate an Ar
vapor near the solid surface. At the steady state, due to the
high-temperature gradient, the solid slab and the liquid
phase confine the vapor phase. Subsequently, we gradually
decrease Th and find that the condensation of undersatu-
rated Ar occurs at Th ¼ 140 K. A snapshot of the solid-
liquid system at Th ¼ 140 K and the corresponding
temperature profile is shown in Fig. 2. Due to the interfacial
thermal resistance, the maximum liquid temperature
equals 130.8 K, which is much lower than the solid tem-
perature, however, it is also much larger than the boiling
temperature Tb ¼ 124:3 K.

After the condensation, the solid-vapor and liquid-vapor
interfaces disappear and a solid-liquid interface appears.
Hence, the change of the free energy associated with the
phase change is �sl—(�sv þ �lv), where �sl and �sv are
solid-liquid surface tension and solid-vapor surface ten-
sion, respectively. On a wetting surface, �sl < �sv, which
indicates �sl—ð�sv þ �lvÞ<��lv. This is consistent with
the fact that the vapor condenses into liquid at a tempera-
ture higher than Tb ¼ 124:3 K.

In the MD simulation, �sl and �sv can be tuned by
setting the solid-fluid interaction strength "SF to different
values. As "SF decreases, the contact angle (�) of liquid on
the solid surface increases. Using the Young’s law [24], we
obtain �sl—ð�sv þ �lvÞ ¼ ��lvð1þ cos�Þ. Hence, the
maximum liquid temperature after condensation should
decrease as "SF becomes smaller and � becomes larger.
We reduce "SF from " to "=4 and carry out the same
NEMD simulation. It is found the maximum liquid tem-
perature after condensation reduces from 130.8 K ("SF ¼
") to 127.4 K ("SF ¼ "=4), which is consistent with the
thermodynamic prediction.

In summary, we studied the phase behavior of fluid Ar
under a high-temperature gradient condition using MD
simulations. Because of the temperature gradient, the
vapor phase is confined by the liquid phase in the fluid.

The condensation of the undersaturated gas Ar accompa-
nies the disappearance of liquid-vapor interfaces, which
lead to a negative change in free energy. The condensation
temperature obtained from the MD simulation is consistent
with the thermodynamic prediction. The temperature con-
finement effect is also observed in liquid near a hot solid
surface. The condensation temperature of undersaturated
vapor near the solid surface is affected by the solid-fluid
interaction strength.
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