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The most precise determination of the neutron lifetime using the beam method was completed in 2005

and reported a result of �n ¼ ð886:3� 1:2½stat� � 3:2½syst�Þ s. The dominant uncertainties were attributed

to the absolute determination of the fluence of the neutron beam (2.7 s). The fluence was measured with a

neutron monitor that counted the neutron-induced charged particles from absorption in a thin, well-

characterized 6Li deposit. The detection efficiency of the monitor was calculated from the areal density of

the deposit, the detector solid angle, and the evaluated nuclear data file, ENDF/B-VI 6Liðn; tÞ4He thermal

neutron cross section. In the current work, we measure the detection efficiency of the same monitor used

in the neutron lifetime measurement with a second, totally absorbing neutron detector. This direct

approach does not rely on the 6Liðn; tÞ4He cross section or any other nuclear data. The detection

efficiency is consistent with the value used in 2005 but is measured with a precision of 0.057%, which

represents a fivefold improvement in the uncertainty. We verify the temporal stability of the neutron

monitor through ancillary measurements, allowing us to apply the measured neutron monitor efficiency to

the lifetime result from the 2005 experiment. The updated lifetime is �n ¼ ð887:7� 1:2½stat� �
1:9½syst�Þ s.
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The accurate determination of the mean lifetime of the
free neutron addresses fundamentally important questions
in particle physics, astrophysics, and cosmology [1,2]. To
date, two distinct experimental strategies have been used to
accurately measure the neutron lifetime. In the first, or
beam method, the rate of neutron decay dN=dt and the
number of neutrons N in a well-defined volume of a
neutron beam are determined. The neutron lifetime is
determined from the differential form of the exponential
decay function dN=dt ¼ �N=�n. In the second, or bottle
method, neutrons of sufficiently low energy are confined in
a trap or bottle established by some combination of mate-
rial walls, magnetic fields, and/or gravity. The number of
neutrons in the bottle at various times t is measured and fit

to the exponential decay function NðtÞ ¼ Nð0Þe�t=�n in
order to extract �n.

Measurements used to form the 2013 Particle Data
Group (PDG) world average value for �n include the five
bottle and two beam measurements shown in Fig. 1 [10].
While there is currently reasonable internal consistency
among the bottle and among the beam determinations,
the two sets differ from each other by 2:6� (where � is
one standard deviation). Historical discrepancies among
independent bottle experiments and between bottle and
beam measurements suggest that it is highly desirable to

not only improve the experimental limits on �n but to also
carefully study systematic effects in all methods. We have
completed an investigation into the dominant systematic
uncertainty in the most precise beam neutron lifetime
measurement, resulting in confirmation of the accuracy
of the fluence measurement technique and a reduction in
the total uncertainty in the lifetime result.
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FIG. 1 (color online). The neutron lifetime measurements used
in the 2013 PDG world average. The weighted mean and 1�

uncertainty (inflated by scale factor
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2=d:o:f:
p ¼ 1:53, follow-

ing PDG procedures) of the data set is represented by the dashed
line and shaded band.
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The beam neutron lifetime measurement with the lowest
quoted uncertainty was performed at the National Institute
of Standards and Technology (NIST) Center for Neutron
Research (NCNR) in Gaithersburg, Maryland [6,11]. The
experiment used an electromagnetic proton trap to determine
the absolute rate of neutron decay with known absolute
efficiency in a well-defined volume of the beam and a
neutron fluence monitor to measure the absolute density of
neutrons in the proton trap. A detailed description of the
decay detection method is given in Ref. [6].

The neutron density in the proton trap was determined
by measuring the rate of charged particle products from the
6Liðn; tÞ4He reaction. The neutron beam passed through a
thin deposit of 6LiF, and the rate of reaction products was
measured by surface barrier detectors masked by precision
apertures. Ignoring backscattering and below-energy
threshold events (< 10�4 of all incident charged particles),
incident alphas and tritons were detected with unit effi-
ciency, and thus the detection efficiency for charged parti-
cles was given by the solid angle subtended by the
apertures. The solid angle was measured to a precision of
0.1% by both contacting metrology and, independently,
using a calibrated � source. The geometry of the detector
array was such that the solid angle was first-order insensi-
tive to shifts in source position. The amount of 6Li evapo-
rated on the target deposit was determined by comparison
of thermal neutron-induced charged particle reaction rates
to two deposits of the same nominal mass [12]. These two
comparison deposits were later destructively analyzed by
isotope dilution mass spectrometry [13] establishing the
neutron-induced activity per 6Li atom in the deposit. The
distribution of 6Li on the deposit was calculated from
the geometry of the evaporator and verified through a
combination of mechanical and optical techniques. The
sharpness of the deposit edge was measured by a
Talystep profilometer and the deposit diameter was mea-
sured by a traveling microscope and an Abbe comparator
[14]. These measurements were used to determine an
average areal density �� ¼ ð39:30� 0:10Þ �g=cm2, where
the symbol � here and throughout the text corresponds to
the standard (1 �) uncertainty. The 6Li thermal neutron
cross section used in the 2005 measurement is ð941:0�
1:3Þ b and comes from the evaluated nuclear data file
ENDF/B-VI [15]. The total uncertainty in the determina-
tion of the average neutron density was approximately
0.3%. This uncertainty dominates the reported uncertainty
on �n [6,11]. We note the other beam lifetime measurement
quoted in the PDG performed the neutron density determi-
nation in a similar fashion [4,16].

The quoted 6Liðn; tÞ4He cross section represents a best
fit to a very large set of nuclear data parameters. A new
evaluation (ENDF/B-VII.0) was released shortly after pub-
lication of the 2005 lifetime result [17]. The updated
6Liðn; tÞ4He cross section is �0 ¼ ð938:5� 1:3Þ b, which
is in slight disagreement with the ENDF/B-VI value. This

unsatisfactory situation requires that the neutron lifetime
result be adjusted each time a new evaluation of the
6Liðn; tÞ4He cross section is adopted. In order to avoid
this and eliminate all systematic effects associated with
the evaluated cross section, we have performed a direct,
first-principles measurement of the neutron monitor effi-
ciency. This measurement serves several purposes. (1) It
can be used to improve the neutron fluence determination
in the 2005 lifetime result. (2) It reduces the overall un-
certainty on the 2005 lifetime result. (3) It removes the
necessity to alter the 2005 lifetime result each time there is
a change in the accepted value of the 6Liðn; tÞ4He cross
section. And (4), when combined with proton detection
improvements learned in a similar experiment [18], it
improves the achievable uncertainty in a future run of the
neutron lifetime experiment to approximately 1 s [19].
Direct measurement of the neutron monitor efficiency is

accomplished by operating the neutron monitor on a mono-
chromatic beam with total neutron rate Rn and wavelength
�mono. The observed rate of alphas and tritons (r�;t) in the

monitor is

r�;t ¼ �0
�mono

�0

Rn; (1)

where �0 is the detection efficiency of the neutron monitor
for a thermal neutron (wavelength �0 ¼ 0:1798 nm). By
running the neutron monitor with a device that directly
measures Rn and a device that measures �mono, one can
determine �0 without reference to the 6Li thermal neutron
cross section or the amount of 6Li present in the target. The
total neutron rate is measured in the Alpha-Gamma device,
which is an absolute counter for cold and thermal neutrons
based on the counting of prompt gamma rays from a totally
absorbing, thick 10B4C target. As shown in Fig. 2, the
10B4C target is positioned to face a passivated implanted
planar silicon (PIPS) detector and is viewed from above
and below by high-purity germanium (HPGe) detectors.
The gamma detection efficiency is determined in a cali-
bration procedure in which the well-known activity of a
239Pu � source is successively transferred through a series
of intermediate steps [20].
The neutron monitor efficiency measurement was com-

pleted in 2011 on beam line NG-6m at the NCNR [21,22].
The measurement was performed at a beam wavelength of
�mono ¼ ð0:496 05� 0:000 12Þ nm with a measured detec-
tion efficiency of �meas ¼ ð8:5797� 0:0048Þ � 10�5. The
thermal neutron detection efficiency is

�meas
0 ¼ �meas �mono

�0

¼ ð3:1098� 0:0017Þ � 10�5: (2)

This is in agreement with the calculated value of �0 used in
the 2005 lifetime result

�calc0 ¼ 2
NA

A
�ð0; 0Þ�ð0; 0Þ�0

¼ ð3:1148� 0:0094Þ � 10�5; (3)
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where NA is the Avogadro constant, A is the atomic weight
of 6Li, �ð0; 0Þ is the detector solid angle to the center of
the target, and �ð0; 0Þ is the areal density at the center of
the target.

The fivefold improvement in the determination of the
neutron monitor efficiency significantly reduces the total
uncertainty in the updated lifetime. As noted previously, the
neutronmonitor that was measured in the process described
abovewas the same one used to assess the neutron fluence in
the 2005 lifetime experiment. Nonetheless, it cannot be
excluded that the efficiency of the neutron monitor has
changed since the lifetime experiment was carried out.
The change would be attributable to a change in the solid
angle subtended by the apertures (��) and/or the areal
density of the 6Li target deposit (��). While we expect no
change in these parameters, our ability to retroactively
correct the 2005 lifetime result depends on the ability to
verify that they have remained unchanged.

The solid angle subtended by the neutron monitor aper-
tures was measured by an � source prior to the monitor
efficiency measurement and was measured by � source
and dimensional metrology after the completion of the
monitor efficiency measurement. The � source measured
solid angle was �� ¼ ð4:2021� 0:0014Þ � 10�3. The
solid angle as measured by dimensional metrology was
�DM ¼ ð4:2024� 0:0010Þ � 10�3. These results were in
slight disagreement with the value of � ¼ ð4:196�
0:004Þ � 10�3 used in the 2005 lifetime experiment. In
the new metrology campaign, the aperture diameters were
determined by direct probe contact with the aperture cyl-
inders at several bore depths. In the previous campaign, the
aperture diameters were determined from the intersection
of the best-fit functions to measurements of the aperture
backplanes and a precision tooling ball resting within the
apertures. The recent dimensional metrology results found
that the aperture diameters were 0.06% larger than the
diameters used in the 2005 lifetime experiment, which
accounts for essentially all of the discrepancy between
the two solid angle determinations. A plausible explana-
tion for the underassessment of the aperture diameters
in the previous campaign is that small (� 10�6 m) me-
chanical imperfections on the upper edge of the apertures

kept the tooling ball from making contact with the aper-
tures. In addition to determining the aperture diameters to
an order of magnitude higher precision, the new metrology
result is not affected by the presence of small mechanical
imperfections. The discrepancy in � is attributed to mea-
surement error in the previous, less precise dimensional
metrology and � counting. We conclude that �� ¼ 0 and
assign no additional systematic uncertainty to the lifetime.
A direct measurement of �� for the deposit used in the

lifetime experiment required destructive analysis. This was
not an acceptable option, so a nondestructive comparison
technique was used to set bounds on ��. Fourteen 6Li
deposits of three areal densities of approximately 20, 30,
and 40 �g=cm2 were produced for the lifetime experiment.
The neutron-induced activity for each deposit wasmeasured
on the same test beam with the same geometry [12]. Three
deposits (one of each density) were measured with the
Alpha-Gamma device. The measured detection efficiencies
and the 1995 measurements of neutron-induced activity
(recorded in Table I) were proportional to the areal density
of the deposits. The two measurement sets can be related by
a conversion constant K and a density change �� in one of
three models: (1) a surface loss model in which each deposit
has lost an equivalent density �� that is proportional to the
surface area of the deposit; (2) a handling loss model in
which only the 39:30 �g=cm2 deposit used in the lifetime
experiment has lost density; or (3) a no-loss model. A
Bayesian analysis [23]was performed inwhich the observed
data were simultaneously fit to the three models in order to
determine the relative likelihood of eachmodel. The observ-
ables were assumed to be normally distributed, and the prior
distribution of��was restricted to negative values (deposit
density gain was unphysical). At the 90% confidence level,
the data favored the no-loss model (3). For the less likely
models (1) and (2) that assumed some loss, the analysis
found, on average, �� ¼ 0:1% of the lifetime foil density.
We conclude that �� ¼ 0 but include in our overall uncer-
tainty budget, an uncertainty of 0.1% on ��.
The neutron lifetime is updated by applying the mea-

sured monitor efficiency and the two corrections for tem-
poral drifts in the monitor components

�n ¼ �2005n

�calc0

�meas
0

ð1þ ��Þð1þ ��Þ

¼ ð887:7� 2:3Þ s: (4)

FIG. 2 (color online). Neutron monitor efficiency measure-
ment setup and alpha-gamma detection geometry.

TABLE I. Data used to determine limits on ��.

Deposit areal

density

(�g=cm2)

Measured �0
(� 10�5)

r�;t from
Ref. [12] (s�1)

19:94� 0:05 1:5731� 0:0014 600:83� 0:33
28:58� 0:07 2:2689� 0:0025 862:23� 0:68
39:30� 0:10 3:1098� 0:0017 1186:77� 0:44
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The updated uncertainty budget for the neutron lifetime is
presented in Table II. The improved lifetime value is in
agreement with the 2005 result. Because the neutron flu-
ence determination from the 2005 result and from this
work are independent, a weighted average of the two could
be performed to further reduce the uncertainty. However,
this small reduction would come at the cost of continued
dependence on the ENDF-determined value for the
6Liðn; tÞ4He cross section. As such, we do not adjust our
uncertainty in this fashion and simply make use of the new
neutron fluence determination. Note that the updated neu-
tron lifetime from this work does not include corrections
for any proton counting systematic effects beyond those
already addressed in Ref. [6].

After replacing the 2005 lifetime result with the
improved result, weighted fits to the beam and bottle life-
time results included in the 2013 PDG world average find
that ��n ¼ �beamn � �bottlen ¼ ð888:0� 2:1Þ s� ð879:6�
0:8Þ s ¼ ð8:4� 2:2Þ s, a 3:8� discrepancy. It is important
that this discrepancy be resolved with additional neutron
lifetime measurements at increased precision using mul-
tiple techniques. To that end, work has begun on improve-
ments to the beam lifetime apparatus toward a goal of 1 s
uncertainty in a new measurement. While we believe the
proton counting systematics to be accurate to the level of
uncertainty quoted in Ref. [6], further investigation into
these systematic effects will be conducted as part of this
new measurement [19].

We thank W. F. Guthrie for developing and performing
the Bayesian analysis used to set limits on ��. We
thank J. R. Stoup for performing the dimensional metrology
on the neutron monitor aperture rig. We gratefully acknowl-
edge the support of NIST (U.S. Department of Commerce),
the U.S. Department of Energy Office of Nuclear Physics
(Grants No. DE-SC0005925 and No. DE-FG02-
03ER41258), and the National Science Foundation
(Grants No. PHY-0855310, No. PHY-1068712, and

No. PHY-1205266). W.M. S. acknowledges support
from the Indiana University Center for Spacetime
Symmetries.

*andrew.yue@nist.gov
[1] D. Dubbers and M. Schmidt, Rev. Mod. Phys. 83, 1111

(2011).
[2] F. E. Wietfeldt and G. L. Greene, Rev. Mod. Phys. 83,

1173 (2011).
[3] W. Mampe, L. N. Bondarenko, V. I. Morozov, Yu. N.

Panin, and A. I. Fomin, Pis’ma Zh. Eksp. Teor. Fiz. 57,
77 (1993) [JETP Lett. 57, 82 (1993)].

[4] J. Byrne, P. G. Dawber, C.G. Habeck, S. J. Smidt, J. A.
Spain, and A. P. Williams, Europhys. Lett. 33, 187 (1996).

[5] A. P. Serebrov et al., Phys. Lett. B 605, 72 (2005).
[6] J. S. Nico et al., Phys. Rev. C 71, 055502 (2005).
[7] A. Pichlmaier, V. Varlamov, K. Schreckenbach, and P.

Geltenbort, Phys. Lett. B 693, 221 (2010).
[8] S. S. Arzumanov, L. N. Bondarenko, V. I. Morozov, Yu. N.

Panin, and S.M. Chernyavsky, Pis’ma Zh. Eksp. Teor. Fiz.
95, 248 (2012) [JETP Lett. 95, 224 (2012)].

[9] A. Steyerl, J.M. Pendlebury, C. Kaufman, S. S. Malik, and
A.M. Desai, Phys. Rev. C 85, 065503 (2012).

[10] J. Beringer et al., Phys. Rev. D 86, 010001 (2012); and
2013 partial update for the 2014 edition, http://
pdg.lbl.gov/2013/listings/rpp2013-list-n.pdf.

[11] M. S. Dewey et al., Phys. Rev. Lett. 91, 152302 (2003).
[12] R. D. Scott, P. D’hondt, R. Eykens, P. Robouch, D. F. G.

Reher, G. Sibbens, J. Pauwels, and D.M. Gilliam, Nucl.
Instrum. Methods Phys. Res., Sect. A 362, 151 (1995).
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