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We study the quasi-instantaneous change of electron density in the unit cells of LiH and NaBH4 in

response to a nonresonant strong optical field. We determine for the first time the related transient electron

density maps, applying femtosecond x-ray powder diffraction as a structure probe. The light-induced

charge relocation in NaBH4 exhibits an electron transfer from the anion (BH�
4 ) to the Naþ cation. In

contrast, LiH displays the opposite behavior, i.e., an increase of the ionicity of LiH in the presence of the

strong electric field. This behavior originates from strong electron correlations in LiH, as is evident from a

comparison with quasiparticle band structures calculated within the Coulomb-hole-plus-screened-

exchange formalism.
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Physical processes driven by external electric fields play
a key role for the electronic and optical properties of
condensed matter. Nonperturbative interactions with fields
of an amplitude comparable to the inner-atomic fields in
solids allow for studying new regimes of charge transport
such as coherent ballistic electron motions [1] and/or for
inducing a highly nonlinear optical response [2]. The latter
results in phenomena such as field-driven electron emis-
sion [3], interband tunneling [4], high harmonic generation
[5], and/or light-driven charge relocations [6]. Recently,
intense optical pulses of a few femtosecond duration have
been applied to drive charge transport in insulators [7,8].

The electron density �ðr; tÞ in crystalline matter transi-
ently deformed by strong electric fields contains both
temporal (or frequency) and spatial (or k-space) aspects.
So far, most experimental studies had their focus on the
temporal (or frequency) aspects, i.e., on transient macro-
scopic polarizations and currents [1–8]. The results have
given only indirect insight into Coulomb mediated elec-
tronic correlations which—in contrast—have been the sub-
ject of extensive theoretical work [9–20]. Moreover, the
real space dynamics of charges on atomic length scales,
which are a probe of electronic correlations, have remained
mostly unresolved. Here, ultrafast time-resolved x-ray and
electron diffraction experiments can provide direct insight
as the structure factors governing transient diffraction pat-
terns are determined by the Fourier transform of the time-
dependent spatial electron distribution [21–24]. Following
this approach, we have mapped field-driven electron relo-
cations in the ionic material LiBH4 by femtosecond x-ray
powder diffraction [25]. In Ref. [6], experiments on a
single reflection have been combined with a theory for
the transient charge density map �ðr; tÞ.

In this Letter, we apply femtosecond x-ray powder dif-
fraction to reveal the field-driven dynamics of correlated

electrons in the prototype ionic materials LiH and NaBH4.
The simultaneous measurement of intensity changes of
different diffraction rings provides the transient structure
factors from which we derive spatially resolved electron
density maps. LiH is the simplest heteronuclear solid
which has been studied in nuclear physics and used in
various hydrogen storage systems. According to theory, it
should display strong adiabatic [9–20] and nonadiabatic
electron correlations [26,27]. We demonstrate for the first
time a quasi-instantaneous increase of the ionicity of LiH
in the presence of the strong electric field, i.e., a transient
electron transfer from the Li to the neighboring H atoms. A
comparison with model calculations shows that a mean-
field theory, i.e., the Hartree-Fock approximation, fails to
account for this behavior. However, calculations including
Coulomb correlations on the most basic level, i.e., quasipar-
ticle band structures calculated within the Coulomb-hole-
plus-screened-exchange (COHSEX) formalism [14,17],
predict correctly the increase of the ionicity of LiH. In
contrast, NaBH4 displays a charge transfer from the nega-
tive BH�

4 to the Naþ ions, reducing the ionicity of the
material as expected for a predominant admixture of states
in the lowest conduction band.
The experiments make use of a femtosecond pump-

probe scheme where a nonresonant femtosecond pulse
provides the external electric field interacting with the
material, and the resulting change in the distribution of
electronic charge is monitored by diffracting hard x-ray
pulses from the sample which consists of a powder of small
crystallites [28]. Both pump and probe pulses are derived
from an amplified Ti:sapphire laser system delivering sub-
50-fs pulses centered at 800 nm with an energy per pulse of
5 mJ and a repetition rate of 1 kHz. The excitation pulses at
800 nm have a peak amplitude of the electric field of
1 GV=m. The main fraction of the laser output drives a
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plasma source [29] providing hard x-ray pulses of a photon
energy of 8.06 keV (CuK�) and a duration of approxi-
mately 100 fs. Ring patterns of x rays diffracted from the
powder samples are detected by a large-area detector
(Pilatus Dectris 1M) for different pump-probe delays.
The pump beam is mechanically chopped with the 25 Hz
readout rate of the detector to improve the signal-to-noise
ratio and to determine the absolute changes of diffracted
intensity. The powder diffraction pattern on the detector
consists of elliptic and hyperbolic rings, each correspond-
ing to one (or several equivalent) set(s) of lattice planes hkl
[Fig. 1(a)]. The exposure time per time delay step was set
to 140 s, and we collected around 2300 time delay steps for
several days with a fresh sample everyday. The all optical
autocorrelation was measured repeatedly to assure a proper
stacking of the different data sets.

The LiH and NaBH4 samples consist of a 200 �m thick
pressed powder, sealed by two 20 �m thick diamond
windows. Considering the ions’ shape spherical, both
LiH and NaBH4 crystallize in a rock-salt structure (space

group Fm3m) with lattice constants of a ¼ 407:52 pm
(LiH) [26,27] and a ¼ 615:06 pm (NaBH4) [30,31].
The inset of Fig. 1(a) displays part of the detected ring

pattern, whereas Fig. 1(a) shows the intensity integrated
over the stationary diffraction rings of LiH as a function of
the scattering vector q. Two diamond reflections (blue
circles) originate from the sample windows. When apply-
ing the field of the excitation pulse, we observe the changes
of diffracted intensity of all LiH diffraction rings up to
(222) while the angular positions remain unchanged. In
Fig. 1(b), the change of diffracted intensity on the (111)
and (200) rings is plotted as a function of pump-probe
delay. One observes a decrease of diffracted intensity of
1%–2% around delay zero, i.e., when excitation and probe
pulses interact simultaneously with the sample. The tem-
poral behavior follows essentially the cross correlation
between excitation and probe pulses, without any long-
lived intensity changes. This fact shows that the induced
changes exist only with the excitation field present and that
they are fully reversible. The transient intensity change of
the (111) reflection of NaBH4 [Fig. 1(c)] is again located
around time delay zero but now with a much stronger
positive amplitude.
The relative intensity change of the diffraction ring hkl

is given by

�IhklðtÞ
Ihkl

¼ jFhklðtÞj2 � jF0
hklj2

jF0
hklj2

; (1)

where FhklðtÞ is the structure factor of the material modi-
fied by the external electric field and F0

hkl the known

structure factor of the unexcited crystal. The structure fac-
tors are related to the electronic density �ðrÞ by a Fourier
transform. The steady-state electronic density�0ðrÞ is given
by the Fourier transform of the structure factors F0

hkl. In

order to account for the limited spatial resolution of our
experiment, the structure factors F0

hkl taken from Ref. [27]

were multiplied with a Gaussian function exp½� lnð2Þ�
ðqhkl=q222Þ2� to reconstruct the transient electronic density
�ðr; tÞwith a spatial resolution compatible with our experi-
ments. For LiH and NaBH4, the structure factors are real
due to the inversion symmetry of the rock-salt structure.
Transient electron density maps were derived from the

diffraction data with the maximum entropy method (MEM)
which has been described in detail elsewhere [32–37]. The
stationary structure factors F0

hkl define the initial boundary

condition of this iterative procedure, maximizing the so-
called entropy which is defined on the basis of charge
density. The difference electronic density maps are then
computed by ��ðr; tÞ ¼ �ðr; tÞ � �0ðrÞ.
In each crystallite of the powder sample, the electric

field vector of the excitation pulse EðtÞ has an individual

FIG. 1 (color). (a) Diffracted x-ray intensity integrated over
individual Debye-Scherrer rings from LiH as a function of the
scattering vector jqj. Inset: X-ray diffraction pattern as recorded
with a large-area x-ray detector. (b) Relative change of diffracted
intensity of LiH by the (111) (top) and the (200) (bottom) planes
versus the pump-probe time delay. (c) Relative change of the
diffracted intensity of NaBH4 by the (111) plane versus time
delay. The red lines (Gaussian fits) are guides to the eye.
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orientation relative to its crystal axes. The transient change
of the electron density in an individual crystallite i
[��iðr; tÞ ¼ �iðr; tÞ � �0ðrÞ] can be decomposed into a
symmetry conserving and a nonconserving component
��iðr; tÞ ¼ ��symðr; jEðtÞjÞþ ��nosym

i ðr;EðtÞÞ. The sym-
metry conserving part depends only on the amplitude of the
electric field jEðtÞj and, thus, is identical in all crystallites;
i.e., ��symðr; tÞ exhibits the symmetry properties of the

initial structure �0ðrÞ. In contrast to our previous study of
LiBH4 [25], the present experiments on LiH and NaBH4

did not show any detectable intensity on forbidden reflec-
tions. Thus, the symmetry nonconserving component is
negligible compared to ��symðr; tÞ. The following discus-

sion focuses exclusively on ��symðr; tÞ.
The initial electron density map �0ðx; y; 0Þ of LiH is

shown in Fig. 2(a) and exhibits a high electron density on
the Li atom and a small density on the H atom. In Fig. 2(b),
the change of electron density ��symðr; tÞ is plotted for

zero delay time. This map shows a pronounced decrease of
electron density on the Li atom and a corresponding
increase on the hydrogen position, giving direct evidence
for a quasi-instantaneous increase of the ionicity of LiH in
the presence of the strong electric field. This surprising
behavior is in strong contrast to ��symðr; tÞ of NaBH4

shown in Fig. 2(c) and the previously studied LiBH4

[25], where the light-induced charge relocation exhibits
an expected charge transfer from the anion (BH�

4 ) to the
respective cation.
To determine the amount of charge transferred, we

divided the unit cell into subvolumes; i.e., each spatial
position r within the unit cell is uniquely assigned to the
subvolume of the nearest atom. We then integrated the
charge in the subvolumes. For LiH, this procedure leads
to ða=2Þ3 cubes around Li and H. In the case of BH�

4

anions, the charge of the whole unit was put together.
Time-dependent charge density changes are displayed in
Figs. 2(d)–2(f). In LiH, the striking feature is a sharp drop
of electronic charge on the Li atom [Fig. 2(d)] concomitant
with the increase of the same amplitude on the hydrogen
position [Fig. 2(e)] around delay zero. The peaks have a
width of�100 fs (FWHM)which agrees with the temporal
cross correlation function of the optical excitation and the
hard x-ray probe pulses [22,25]. In the case of NaBH4

[Fig. 2(f)], we see exactly the opposite behavior, i.e., a
light-induced charge transfer from the anion BH�

4 to the
cation Naþ. Outside the temporal overlap of pump and
probe pulses, the changes of electron density are minor.
Such facts strongly support our picture of a field-driven
charge transfer which is limited in time to the presence of
the driving field.
We now discuss the microscopic physics underlying the

material’s polarization and the field-induced change of
electron density ��symðr; tÞ in the different materials.

Without external field, electrons in an insulator populate
states up to the highest valence band. An external field of
an amplitude comparable to the interionic field of the order
of 1 GV=m distorts the ionic potentials and leads to the
admixture of other ionic states, in particular, conduction
band states (cf. Fig. 1 of Ref. [25]). The wave function of
the mixed state is given by

j�b;kðEÞi¼ 1
ffiffiffiffi

N
p

�

j�b;kiþE
X

b0�b

h�b0;kjerj�b;ki
"b;k�"b0;k

j�b0;ki
�

(2)

at wave vector k in the (occupied) band b with the nor-
malization constant N. The sum runs over all unoccupied
bands b0. The perturbative approach in Eq. (2) is valid, as
the dipole interaction energy jh�b0;kjerj�b;kij � jEj ’
0:2 eV is much smaller than the smallest band gap "b;k �
"b0;k ’ 5 eV of LiH at the X point of the Brillouin zone.

The symmetry conserving part of the deformed charge
density is obtained by averaging over all electric field
directions (ê� is the unit vector in the solid angle direction
�) and a summation over all occupied states within the
Brillouin zone

�symðr; tÞ ¼
X

occupied

b;k

1

4�

Z

d�j�b;kðê� � jEðtÞj; rÞj2: (3)

FIG. 2 (color). (a) Stationary electron density distribution of
LiH in the (x, y, 0) plane with the spatial resolution of our
experiment. (b) Difference electronic density map of LiH recon-
structed by the MEM at zero delay time. (c) Difference elec-
tronic density map reconstructed by the MEM at the zero delay
time of NaBH4. (d),(e) Integrated charge changes of LiH around
Li (top) and H (bottom) versus the delay time. (f) Integrated
charge changes of NaBH4 around Naþ versus the delay time.
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The distorted wave function (2) shows that both the
eigenenergies "b;k (i.e., the band structure) and the eigen-

functions �b;kðrÞ (i.e., the Bloch functions) of the system

Hamiltonian determine the exact shape of the electron
density (3) in the strong electric field.

The basis set of wave functions entering into Eq. (2) was
determined by quasiparticle calculations within the
COHSEX approximation [14] to simultaneously fit the
quasiparticle band structure [16] and the stationary elec-
tron density [27]. In solving Eq. (1) of Ref. [16], we
expanded the quasiparticle band structure in plane waves
[38–40] using 339 reciprocal lattice vectors. In contrast to
Baroni et al. [16], however, we allowed for inhomogeneous
dielectric screening [41,42] using the dielectricmatrix in the
space of reciprocal lattice vectors [17]. The latter becomes
diagonal for the limiting cases of Baroni et al. [16], i.e.,
q ¼ 0 and q ! 1. For intermediate q vectors, the dielectric
matrix becomes nondiagonal and we used as fitting parame-
ters two different screening vectors qsðHÞ and qsðLiÞ for the
volumes around the Li3þ and Hþ nuclei [43].

Calculations using Eqs. (2) and (3) are summarized in
Fig. 3. In the left column, we show (a) the band structure,
(b) the valence band electron density �X at the X point
where the smallest band gap occurs, (c) the field-induced
change of electron density at the X point, and (d) the total
change of electron density calculated with Eq. (3). This
calculation assumes a homogeneous screening, i.e.,
qsðHÞ=qsðLiÞ ¼ 1, as in Ref. [16]. As in mean-field calcu-
lations, i.e., Hartree-Fock, the valence band is dominated
by 1S-like orbitals on the H atom throughout the Brillouin
zone [20]. As a consequence, the stationary electron den-
sity corresponds to the fully ionized Liþ H� situation.
Applying an electric field would reduce the charge on the
H� anion by �qH ¼ �0:1e� [Fig. 3(d)], a behavior in
striking contrast to our experimental results for LiH
[Figs. 2(b) and 2(e)] but close to the behavior of NaBH4

[Figs. 2(c) and 2(f)]. In contrast, Figs. 3(e)–3(h) are calcu-
lated with an asymmetric screening vector ratio of
qsðHÞ=qsðLiÞ ¼ 2 [43], resulting in 2P-like valence orbi-
tals on both Li and H nuclei when approaching the valence
band at the X point [Fig. 3(f)]. Under the external electric
field, the electron density of Hþ increases both at the X
point and in total by �qH ¼ þ0:01e� [Figs. 3(g) and 3(h)
], mainly due to admixing 1S-like orbitals now being the
dominant contribution to the conduction band at the X
point of LiH. This behavior is in quantitative agreement
with the experiment and reveals the strong impact of an
inhomogeneous enhancement of screening at the Hþ site
on the wave functions at the X point. To summarize, our
calculations show that both the Hartree-Fock mean-field
theory and the COHSEX approximation with homogene-
ous screening [16] wrongly predict a decrease of ionicity of
LiH in a strong electric field. Thus, Coulomb correlations
among the electrons, being incorporated on the simplest
level using COHSEX with inhomogeneous screening, are

essential for a field-driven increase of ionicity of LiH as
observed in our femtosecond diffraction experiments.
In conclusion, spatially resolved electron density maps

determined by femtosecond x-ray powder diffraction
reveal the prominent role of electron correlations in the
response to a nonperturbative external field. In LiH, field-
induced correlations between states in the valence and
different conduction bands result in an enhancement of
ionicity which is manifested in an electron transfer from
Li to H and in agreement with band structure calculations.
In contrast, NaBH4 display an electron transfer from BH�

4

toNaþ, as expected for an admixture of states in the lowest
conduction band. Our results demonstrate the strong
potential of femtosecond diffraction methods to uncover
microscopic charge dynamics and determine electron
transport mechanisms in solids.

FIG. 3 (color). (a),(e) Quasiparticle band structures of LiH
within the COHSEX approximation. (b),(f) Stationary electron
densities at the X point. (c),(g) Deformed electron densities at
the X point for an external field amplitude jEj ¼ 109 V=m. (d),
(h) Total density change ��symðx; y; 0; t ¼ 0Þ calculated with

Eq. (3). The respective charge integrations over ða=2Þ3
boxes yield (d) �qH¼�0:1e� and (h) �qH¼þ0:01e�.
(a)–(d) Calculated with homogeneous screening similar to
that of Ref. [16] leading to a 1S-like orbital on the H atom.
(e)–(h) Calculated with a somewhat stronger screening on the
proton, resulting in 2P-like orbitals on both Li and H nuclei.
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