PRL 111, 206802 (2013)

PHYSICAL REVIEW LETTERS

week ending
15 NOVEMBER 2013

Self-Organized Topological State with Majorana Fermions

M. M. Vazifeh and M. Franz

Department of Physics and Astronomy, University of British Columbia, Vancouver, British Columbia, Canada V6T 1Z1
(Received 19 July 2013; published 12 November 2013)

Most physical systems known to date tend to resist entering the topological phase and must be
fine-tuned to reach that phase. Here, we introduce a system in which a key dynamical parameter adjusts
itself in response to the changing external conditions so that the ground state naturally favors the
topological phase. The system consists of a quantum wire formed of individual magnetic atoms placed
on the surface of an ordinary s-wave superconductor. It realizes the Kitaev paradigm of topological
superconductivity when the wave vector characterizing the emergent spin helix dynamically self-tunes to
support the topological phase. We call this phenomenon a self-organized topological state.
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Topological phases, quite generally, are difficult to come
by. They either occur under rather extreme conditions (e.g.,
the quantum Hall liquids [1], which require high sample
purity, strong magnetic fields, and low temperatures) or
demand fine-tuning of system parameters, as in the major-
ity of known topological insulators [2—4]. Many perfectly
sensible topological phases, such as the Weyl semimetals
[5] and topological superconductors [4,6], remain experi-
mentally undiscovered.

The paucity of easily accessible, stable topological ma-
terials has been in large part responsible for the relatively
slow progress towards the adoption of topological phases
in mainstream technological applications. A question that
naturally arises is the following: Is there a fundamental
principle behind this ‘““‘topological resistance”? Although
unable to give a general answer to this question, we provide
in this Letter a specific counterexample to this conjectured
phenomenon of topological resistance. We consider a sim-
ple model system, which, as we demonstrate, wants to be
topological in a precisely defined sense. The key to this
“topofilia” is the existence in the system of a dynamical
parameter that adjusts itself in response to changing exter-
nal conditions so that the system self-tunes into the topo-
logical phase. The specific model system we consider is
depicted in Fig. 1(a) and consists of a chain of magnetic
atoms, such as Co, Mn, or Fe, deposited on the atomically
flat surface of an ordinary s-wave superconductor, as
described in a recent experimental study [7]. We note
that scanning tunneling microscopy (STM) techniques
now enable fairly routine assembly of such and even
much more complicated nanostructures [8,9].

It has been pointed out previously [10-12] that if the
magnetic moments in the chain exhibit a spiral order then
the electrons in the chain can form a one-dimensional (1D)
topological superconductor (TSC) with Majorana zero
modes localized at its ends [13]. For a given chemical
potential w, however, the spiral must have the correct pitch
in order to support the topological phase. This connection
is illustrated in Figs. 1(b) and 1(c) and will be discussed in
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more detail below. Exactly how the pitch of the spiral
depends on the system parameters and its thermodynamic
stability are two key issues that have not been previously
discussed. In this Letter, we show that, remarkably, under
generic conditions the pitch of the spiral that minimizes the
free energy of the system coincides with the one required
to establish the topological phase.

The physics behind the self-organization phenomenon
outlined above is easy to understand and is similar to
that leading to the spiral ordering of nuclear spins proposed
to occur in 1D conducting wires [14,15] and two-
dimensional electron gases [16]. Some experimental evi-
dence for such an ordering has been reported [17,18]. If we
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FIG. 1 (color online). Chain of magnetic atoms on a super-
conducting substrate. (a) Schematic depiction of the system with
the red spheres representing the adatoms and blue arrows show-
ing their magnetic moments arranged in a spiral. (b) Two spin-
degenerate branches of the normal-state spectrum of the system
in the absence of magnetic moments modeled by the nearest-
neighbor tight-binding model Eq. (1). (c) With the magnetic
moments the two branches shift in momentum by *G and the
gap JS opens at ¢ = 0, 7. Dashed lines show the shifted spectral
branches indicated in panel (b) with no gap for comparison.
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for a moment neglect the superconducting order and
assume a weak coupling of the adatoms to the substrate
then the electrons in the chain can be thought of as forming
a 1D metal. The natural wave vector for the spiral ordering
in such a 1D metal is G = 2k where kr denotes its Fermi
momentum. This is because the static spin susceptibility
xo(g) of a 1D metal has a divergence at ¢ = 2kj. Electron
scattering off such a magnetic spiral results in the opening
of a gap in the electron excitation spectrum but only for one
of the two spin-degenerate bands [14,15]. In the end, we
are left with a single, nondegenerate Fermi crossing at
*2kp, illustrated in Fig. 1(c). According to the Kitaev
criterion [13], this is exactly the condition necessary for
a 1D TSC to emerge. In the following, we will show that
this reasoning remains valid when we include supercon-
ductivity from the outset and when we describe the chain
by a tight-binding model appropriate for a discrete atomic
chain.

We begin by studying the simplest model of tight-
binding electrons coupled to magnetic moments S;
described by the Hamiltonian

3-[0 = _ztijc;racjo' - lu’zc;'rzrcirr
io

ijo
+ D 8 (el o,pci). (1)
i
Here, C}Lo. creates an electron with spin o on site j, J stands

for the exchange coupling constant, and o= = (o, 07, 0%)
is the vector of Pauli spin matrices. We assume that the
substrate degrees of freedom have been integrated out,
leading to a superconducting order A in the chain
described by

H = Hy+ Y (Ackel +He). 2)
J

We consider a coplanar helical arrangement of atomic
spins as indicated in Fig. 1(a),

S; = S[cos(Gx;), sin(Gx;), 0], 3)

where G is the corresponding wave vector and the chain is
assumed to lie along the x axis. We note that the
Hamiltonian in Eq. (2) is invariant under the simultaneous
global SU(2) rotation of the electron and atomic spins, so
the discussion below in fact applies to any coplanar spiral.

To find the spectrum of excitations, it is useful to per-
form a spin-dependent gauge transformation [11]

cjp = el ey = epem PN, @)

upon which the Hamiltonian becomes translationally in-
variant and can be written in the momentum space as

H =D [€g)cloc,y + b(@)cleo oo
q

+JSelo0t g + (Achel  +He)  (5)

a

In the above, &(q)=3len(q —G/2)+€y(q+G/2)]— p,
and b(q) = ;[e)(q — G/2) — €y(q + G/2)] with €y(g) =
-3 o jeiq"f the normal-state dispersion in the absence of
the exchange coupling. We note that the Hamiltonian of
Eq. (5) is essentially a lattice version of the model semi-
conductor wire studied in Refs. [19,20] with b(g) playing
the role of the spin-orbit coupling and JS standing for the
Zeeman field. Its normal-state spectrum is given by

e(q) = £(q) = \b(q)* + J*S? (6)

and is displayed in Fig. 1(c) for the case of nearest-
neighbor hopping with €,(g) = —27cosgq.

If viewed as a rigid band structure, then according to the
Kitaev criterion [13] the chain will support topological
superconductivity when there is an odd number of Fermi
crossings in the right half of the Brillouin zone. This
requires u such that |u * 27cos(G/2)| < JS. However,
in the SU(2) symmetric model under consideration, G is
a dynamical parameter that will assume a value that mini-
mizes the system free energy. Taking S; to be classical
magnetic moments and working at 7 = 0, we thus proceed
to minimize the ground-state energy of the electrons E,(G)
for a given value of u and A. The result of this procedure is
shown in Fig. 2(a) and confirms that at minimum G = 2k,
as suggested by the general arguments advanced above.
More importantly, for almost all relevant values of w and A
the self-consistently determined spiral pitch G is precisely
the one required for the formation of the topological phase.
This fails only close to the half filling (u = 0) where
G = 7 indicates an antiferromagnetic ordering. In this
case, the symmetry of the band structure prohibits an odd
number of Fermi crossings, so the system must be in the
trivial phase. Also, it is clear that no value of G can bring
about the TSC phase when w lies outside of the tight-
binding band and the system is an insulator. The resulting
topological phase diagram is displayed in Fig. 2(b).

These results indicate that, as we argued on general
grounds, the pitch of the magnetic spiral self-tunes into
the topological phase for nearly all values of the chemical
potential u for which such a tuning is possible. The
emergence of Majorana zero modes at the two ends of
such a topological wire [13,19,20] and their significance
for the quantum information processing have been amply
discussed in the recent literature [21-23].

We now address the adatom coupling to the substrate in
greater detail. We consider a more complete Hamiltonian
H=H,+ Hs+ H,, where H, is defined in
Eq. (1), whereas

Hse = Yéok)df, dy + (Bgdfydty + He)] ()
k

describes the SC substrate with electron operators d}:U.
The substrate is characterized by a three-dimensional
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FIG. 2 (color online). The pitch of the spiral and the topologi-
cal phase diagram. Panel (a) shows the spiral wave vector G that
minimizes the system ground-state energy E,(G) as a function of
W, the latter in units of ¢. The parameters are S = 5/2, J = 0.1¢,
and A =0 (red line), A = 0.1¢ (blue line). The dashed line
represents G = 2k whereas the green band shows the region
in which G must lie for the system to be topological for a given
. Panel (b) shows the topological phase diagram in the u-J
plane, both in units of ¢, for A = 0.1z. To distinguish the two
phases, we have calculated the Majorana number M as defined
in Ref. [13]. Topological phase (TSC) is indicated when
M = —1 whereas M = +1 indicates the topologically trivial
phase (N).

normal-state dispersion &y(k) = k*>/2m — € and the bulk
gap amplitude A. The coupling is effected through

Hoy=—rd (dl,c;, +He), )
jo

where d;, = (I/Jﬁ)zke*ik’Rfde, N is the number of
adatoms in the chain, and R; denotes their positions.

We now wish to integrate out the substrate degrees of
freedom and ascertain their effect on the magnetic chain.
Since the Hamiltonian 7 is noninteracting, this procedure
can be performed exactly. As outlined in the Appendix of
Ref. [21], a simple result obtains in the limit of the sub-
strate a bandwidth much larger than the chain bandwidth
4t, which we expect to generically be the case. In this limit,
the Green’s function of the chain reads

w, — ™A,
7’

l
Giliw, q) = Gy'(iw,, q) — mpor? ©)
w[a)% + A(z)

where w, = (2n + 1)#rT is the Matsubara frequency,
po = ma’/2mh? is the substrate normal density of states
projected onto the chain (with a the adatom spacing), and

G, '(iw,, q) = —iw, + T[£(q) + 07b(g)] + oIS (10)

the bare chain Green’s function. The above Green’s func-
tions are 4 X 4 matrices in the combined spin and particle-
hole (Nambu) space, the latter represented by a vector of
Pauli matrices 7. In the low-frequency limit w << A,
relevant to the physics close to the Fermi energy, Eq. (9)
implies two effects. First, the bare chain parameters ¢, u,
and J are reduced by a factor of Ay/(A, + 7rpy).
Second, a SC gap A = 72 pyAy/(Ag + 71 py) is induced
in the chain. In the limit of a weak chain-substrate coupling
r? < Ay/py, the latter is seen to become A = 7r2p,,
independent of the substrate gap A,.

In order to visualize the above effects, we display in
Fig. 3 the relevant spectral function, defined as

1
Agr(w, q) = — gImTr[(l + 79)Gerr(w + 6, q)] (11)

where & represents a positive infinitesimal. The figure
clearly shows how the bands self-consistently adjust to
the changing chemical potential as well as the expected
topological phase transitions taking place between the
trivial and the TSC phases.

Our results thus far relied on the mean field theory and
ignored interactions beyond those giving rise to supercon-
ductivity. There are several effects that can in principle
destabilize the topological state found above, but we now
argue that the latter remains stable against both interactions
and fluctuations. First, one may worry that the adatom
magnetic moments would be screened by the Kondo effect
at temperatures T < Ty = epe /P where p(ef) is the
density of states in the substrate at the Fermi level. For a
normal metal, Ty can indeed be sizeable—tens of
Kelvins—and the ground state is then nonmagnetic [24].
In the presence of superconductivity, however, p(er) = 0
and a more elaborate treatment of the Kondo problem in
the presence of a gap shows that T is much reduced [25],
possibly to zero when J is sufficiently small. Thus, generi-
cally, we expect the system to avoid the Kondo fixed point
and remain magnetic at most experimentally relevant tem-
peratures. Electron-electron interactions in the wire are
additionally expected to enhance the magnetic gap
[14,16] compared to its noninteracting value JS, which
will ultimately further improve the stability of the topo-
logical phase.

Second, one must consider thermal and quantum fluctu-
ations that will tend to destroy any ordering present in a
1D wire. Since the SC order in the wire is phase-locked to
the substrate we may ignore its fluctuations. However,
fluctuations in the magnetic spiral order must be
considered. In a realistic system, spin-orbit coupling will
induce a Dzyaloshinsky-Moriya interaction of the form
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FIG. 3 (color online).
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Spectral function of the adatom chain. A ¢(w, q) defined in Eq. (11) is represented as a density plot for several

representative values of the chemical potential u, with the appropriate self-consistently determined spiral pitch G shown in Fig. 2(a).
In panel (a), w is below the bottom edge of the chain band and the system is in the trivial phase. When u reaches the band edge, a
topological phase transition occurs through a gap closing shown in panel (b). Further increase of w puts the system into the topological
phase illustrated in (c) and (d) until the gap closes again near half filling (e) placing the system back into the trivial phase (f). A similar
sequence of phases occurs for positive values of w for which the spectral function can be obtained by simply flipping the sign of the
frequency w. The dark band around the chemical potential reflects the bulk SC gap. In all panels, frequency w is in units of ¢ whereas
JS = 0.4t, Ay = 0.6t, por* = 0.05¢, and & = 0.002¢ is used to give a finite width to the spectral peaks.

D;; - (S; X §;) in the effective spin Hamiltonian. The latter
breaks the SU(2) spin symmetry and pins the spiral order
so that the spins rotate in the direction perpendicular to D.
The remaining low-energy modes of such a spiral are
magnons. The relevant spin-wave analysis and the origin
of the DM interaction are outlined in the Supplemental
Material [26]. We find a single linearly dispersing gapless
magnon w, = c|q| that will reduce the classical ordered
moment according to

N dq 1
<S>_S_ajgzﬁ—eﬂh“’q—l' (12)

For an infinite wire, the integral diverges logarithmically at
long wavelengths, signaling the expected loss of the mag-
netic order in the thermodynamic limit. We are, however,
interested in a wire of finite length L where the divergence
is cut off at ¢ ~ 7/L. A crude estimate of the transition
temperature in this case is obtained by assuming
Bhw, < 1 over the Brillouin zone and setting (S*) = 0
in Eq. (12). This gives

7S hc
kpT" =~ — —, 13
B InN a (13)
with N = L/a the number of adatoms in the chain.
For N =100, S =5/2, and typical model parameters
t =10 meV, J =5 meV, and u appropriate for the topo-
logical phase we find T* of tens of Kelvins (see also the

Supplemental Material [26]). Because of the InN factor, T*
is only weakly dependent on the chain length.

Our results provide strong support for the notion of a
self-organized topological state. Magnetic moments of
atoms assembled into a wire geometry on a superconduct-
ing surface are indeed found to self-organize into a topo-
logical state under a wide range of experimentally relevant
conditions. The emergent Majorana fermions can be
probed spectroscopically by the same STM employed in
building the structures and will show as zero-bias peaks
localized near the wire ends. The system can be tuned out
of the topological phase by applying magnetic field B,
which, when strong enough, will destroy the helical order
by polarizing the adatom magnetic moments. An attractive
feature of this setup is the possibility of assembling more
complex structures, such as T junctions and wire networks
that will aid future efforts to exchange and braid Majorana
fermions with the goal of probing their non-Abelian sta-
tistics [27]. We also note that the general self-organization
principle described above should apply to other 1D struc-
tures, most notably quantum wires with nuclear spins
considered in Ref. [14]; however, the energy scales are
expected to be much smaller due to the inherent weakness
of the nuclear magnetism.

The authors are indebted to D. Loss, S. Nadj-Perge,
P. Simon, A. Yazdani, and I. Affleck for illuminating
discussions and correspondence. The work presented here
was supported in part by NSERC and CIfAR.
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Note added.—Upon completion of this work we learned
about two studies [28,29] reaching similar conclusions
regarding topological order in helical spin chains.
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