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We study the time dependent magnetic behavior of uniaxial cobalt films in the vicinity of the dynamic

phase transition (DPT) as a function of the period P and bias Hb of an oscillating magnetic field. In

addition to the DPT at a critical period Pc, we observe the occurrence of transient behavior for P< Pc.

Our data can be consistently explained by the existence of a phase line at Hb ¼ 0 for P< Pc, which

causes a first order phase transition in between two antiparallel dynamic order states, thus indicating

far-reaching similarities of the DPT to equilibrium phase transitions in ferromagnets.
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Dynamic pattern formation and dynamically ordered
states are important aspects of nature, scientific phenomena,
and even daily life, given that fluid dynamics, laser emis-
sion, and human brain activity are all reliant on spatiotem-
poral pattern formation and their predictable time evolution
[1–4]. Other prominent examples include surface reactions,
mechanical crack propagations, and self-organized critical-
ity [5–8]. Correspondingly, wide-ranging research activities
in this field are commonplace, including the theory and
modeling of dynamic order and pattern formation [2],
of which much is based on the insights of catastrophe
theory [9].

One frequently used model in this field of research is the
kinetic Ising model with ferromagnetic coupling J because
already this simple model can exhibit qualitative changes
in its dynamic behavior as one changes the external driving
force in a continuous fashion. Upon applying a magnetic
field oscillation of amplitude H0, the magnetization of the
dynamic Ising model follows the cyclical external field for
sufficiently slow field changes, but it is not able to do so
anymore if the field oscillation period P becomes short in
comparison to the relaxation time � of the magnetic sys-
tem. Hereby, it was observed that the time averaged mag-
netization value Q starts to deviate from zero at a specific
period Pc, which marks a critical point and hereby
a qualitative change in the system’s dynamic response.
For periods shorter than this critical period Pc, the time
dependent magnetization oscillates only weakly around a
nonvanishing Q value, which is the order parameter of this
so-called dynamic ferromagnetic phase. Correspondingly,
the strongly oscillating magnetization behavior observed
for long periods P> Pc, for which Q averages to zero, is
the dynamic paramagnetic phase. Prior theoretical work
demonstrated that this model undergoes a dynamic phase
transition (DPT) upon varying the period P of a time
dependent magnetic field oscillation for all temperatures
T below the Curie temperature TC [10–13]. While many
aspects of this dynamic phase transition have been studied
in the past by means of theory or modeling [10–27],

including different dimensionalities and specific imple-
mentations of the kinetic Ising model [28], rather few
experimental works have addressed this topic [29–33].
More importantly, in both experiment and theory the
DPT has been investigated in a limited fashion, because
only the P dependence of Q was studied for any given set
of J, H0, and T. Only very few recent works consider
the possibility of utilizing an additional time-independent
bias field Hb to influence the dynamic phase and phase
transition [19,23,25,33]. Hereby, Hb appears to be the
conjugate field of the order parameter Q, so that its study
would enable the exploration of a two-dimensional Hb-P
phase space, analogous to the H-T phase space for ferro-
magnetism in thermal equilibrium [25]. Last, the explora-
tion of the dynamically ordered phase in the entire Hb-P
phase space should allow for the systematic investigation
of transient behavior that has not at all been addressed so
far, with the exception of critical slowdown in the dynamic
paramagnetic phase [12,13,21]. The investigation and
determination of transient behavior should be most rele-
vant for dynamically ordered states, because it is the
limited ability of physical systems to follow external forces
that causes the multiplicity of dynamically ordered states
in the first place [11–13]. In this work, we address exactly
these aspects by performing an experimental study on a
suitable ferromagnetic film system, utilizing Hb and P as
tunable external input variables.
With respect to the sample, the extensive theoretical and

modeling work [10–27] gives very clear guidelines in that
the sample should be uniaxial as well as have no or only
minimal dipolar demagnetization effects, because other-
wise the tendency towards magnetic bistability is sup-
pressed [34]. Thus, a thin film geometry with a single
easy axis of magnetization within the film plane is ideal.
Correspondingly, we have grown 30 nm thick Co films
with (1010) texture by means of sputter deposition onto
Ar plasma etched Si(110) substrates [35]. Here, the specific
growth sequence to achieve good texture with an in-plane
aligned hcp c axis was Cr 25 nm=Co 30 nm, upon which
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10 nm SiO2 were deposited for oxidation protection.
Our specific growth process was optimized to achieve a
high magnetic orientation ratio [36], i.e., a high degree of
uniaxial magnetic alignment, while keeping the coercive
field low enough to facilitate our dynamic magnetic
measurements.

The quasistatic magnetic properties of one sample are
shown in Fig. 1. The main figure shows the magnetic
hysteresis loop along the easy in-plane magnetization
axis, which was measured by means of the longitudinal
magneto-optical Kerr effect (L-MOKE). The measurement
shows a perfectly square loop with flat branches and an
abrupt magnetization transitions at the coercive field�HC,
highlighting the bimodal Ising model-like nature of our
samples [37]. The pronounced uniaxial anisotropy is evi-
dent from the data shown in the inset, where the ratio of
the remanent magnetization to saturation magnetization is
shown as a function of the applied magnetic field angle �.
The data show a clear 180� periodicity and are in near
perfect agreement with the macrospin projection onto the
field axis, shown as a solid line here. Thus, our samples
show the key ingredients needed to experimentally study
the dynamically ordered phase.

For our high sensitivity and broad bandwidth L-MOKE
setup, we utilized an intensity and polarization stabilized
diode laser with � ¼ 532 nm and 50 mW output power, a
high quality polarizer, and a quarter-wavelength retarder
plus Wollastone cube beam splitter in combination with a
differential photodiode with on-chip amplifier to measure
the MOKE ellipticity [38]. Overall, our L-MOKE setup
enabled measurement of the Co-film saturation signal with
a signal-to-noise ratio of 48:2� 0:2 in 30 �s, thus allow-
ing real-time full hysteresis loop measurements with

periods P of down to 600 �s. Examples of the magneto-
optically measured magnetization time traces are shown in
Fig. 2 for a Co film upon applying an oscillatory
field amplitude H0 of 30.80 Oe at P ¼ 10 ms. Hereby,
Fig. 2(a) shows the signal without an applied bias field,
while Fig. 2(b) displays a time trace for a relatively large
bias field of Hb ¼ þ1:40 Oe. While the biased curve
shows only a small magnetization variation, the unbiased
curve shows a nearly rectangular shaped time sequence.
So, while our Co-film system clearly exhibits a paramag-
netic dynamic state with Q ¼ 0 in Fig. 2(a) for the specific
H0 and P chosen here, the application of Hb ¼ 1:40 Oe
[Fig. 2(b)] is sufficient to induce a largeQ value, similar to
static paramagnetic saturation at very large applied fields.
The fact, that a bias field of only 1.40 Oe can cause such
high levels of Q highlights the absolute necessity of excel-
lent magnetic field control [39]. At lower periods P, the
sample is in the dynamically ordered phase and this Hb

induced effect is much weaker because the expectation
value of Q is already substantial without applying Hb, in
close similarity to the magnetization vs magnetic field
response in equilibrium for a ferromagnet below TC [40].

FIG. 1. Quasistatic hysteresis loop measurement along the easy
axis of magnetization for a 30 nm Co film with in-plane uniaxial
anisotropy; the inset shows the angular dependence of the rema-
nent magnetization Mr, normalized to the saturation magnetiza-
tion Ms. The black dots are the data, while the solid line
represents the expected behavior for a perfect uniaxial system.

FIG. 2. L-MOKE signal time traces upon applying a sinusoidal
magnetic field of amplitude H0 ¼ 30:80 Oe and P ¼ 10 ms
along the easy axis of magnetization. (a) Measurement without
bias fieldHb; (b) measurement withHb ¼ 1:40 Oe. The first two
and the last two field cycles are done at Href

0 ¼ 50:00 Oe to

generate reference measurements with full magnetization
reversal.
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This limited Hb response can be seen in Figs. 3(a)–3(d), if
one looks specifically at the Q data upon bias field reduc-
tion from its maximum value of Hb ¼ 1:20 Oe to zero
field. In this range, and for the H0 and P values chosen
here, Q shows only a small Hb dependent effect.

Overall, Fig. 3 shows experimental Q values that were
averaged over N ¼ 50–400 cycles at constant Hb, after
which Hb was changed to the next value in step sizes of
0.025 Oe. Data taken during Hb reduction from þ1:20 Oe
to�1:20 Oe are shown as dots, while data for Hb increase
from �1:20 Oe to þ1:20 Oe are shown as squares. The
key observation here is that the dynamically ordered state
is not simply inverted at Hb ¼ 0, but instead shows tran-
sient behavior, in which the magnetization cycle dynamics
shows a delayed and gradual approach to the stable dy-
namically ordered state. This leads to the occurrence of
Q vs Hb hysteresis as seen in Fig. 3. Also, this hysteresis
effect is reduced upon increasing the cycle number N, viz.
measurement time for every Q data point. This trend is
fully consistent with the data interpretation as transient
behavior, because larger measurement times will reduce

the relevance of transient dynamics. However, the behavior
is not simply proportional to time, because an increase from
50 to 400 cycles does not reduce the transientHb range by a
factor of 8, but to a much lesser degree. Thus, the 1=N
metafrequency dependence of the QðHbÞ-hysteresis-loop
width is far weaker than linear. This Q vs Hb behavior is
very reminiscent of the M vs H behavior for quasistatic
near-equilibrium ferromagnetism, where the inversion of an
applied field H causes a crossing of the phase boundary at
H ¼ 0, which in turn produces the conventional hysteretic
behavior of magnetization reversal [41]. Furthermore, this
MðHÞ behavior is generally found to be weakly dependent
on the applied field frequency [29–31], just as we observed
here a clearly visible, but weak 1=N metafrequency depen-
dence for QðHbÞ. So, overall the QðHbÞ behavior indicates
that Hb is indeed the conjugate field to Q and that Hb

changes cause transient behavior that is consistent with a
phase boundary at Hb ¼ 0.
To further investigate the occurrence of this transient

behavior, we have studied its P dependence for different
H0. Some representative results are displayed in Fig. 4. To
generate the experimental plots in Fig. 4, we have mea-
sured the type of Hb-field cycles, shown in Fig. 3, for
different P values, using N ¼ 250. Figure 4(a) shows the
measured stable dynamic order parameter Q as a function
of P and Hb as a color-coded map for one particular H0

value [42]. Here, we observe a sharp transition at Hb ¼ 0
in between positive and negative Q values for P< Pc ¼
3:5 ms, thus indicating the above mentioned phase line.
For larger periods, the transition in between positive and
negative Q values is gradual with Q actually vanishing at
Hb ¼ 0. Thus, no phase line exists here and P> 3:5 ms
corresponds to the paramagnetic dynamic phase. Figure 4(b)
shows a map of �QðHb; PÞ ¼ QdðHb; PÞ �QiðHb; PÞ,
which is the difference of the Q values measured for the
decreasing Hb branch QdðHb; PÞ and the increasing Hb

branch QiðHb; PÞ. Thus, �Q differs from zero only in the
hysteretic parts of the QðHbÞ loops, which appear as the
approximately triangular �Q-structure on the left-hand side
of Fig. 4(b) extending up to the critical period Pc. For
P> 3:5 ms, �Q is approximately zero independent from
Hb. This is consistent with the fact that the transient behav-
ior of Fig. 3 is intimately coupled with the dynamically
ordered state in the same way, in which conventional mag-
netic hysteresis is limited to the ferromagnetic phase and its
H ¼ 0 phase boundary [43]. The approximate triangular
shape for P< 3:5 ms in Fig. 4(b) means that there is an
upper jHbj value for every P, above which no transient
behavior is observed anymore on the time scale of the
experiment and that the bistability regime increases as P
moves away from the critical point at Pc.
Upon applying higher oscillation field amplitudes H0,

one expects the ferromagnetic dynamic state to shift
towards lower P values. Correspondingly, the bistability
regime ofQðP;HbÞ should also shift, which is exactly what

FIG. 3 (color online). Hb dependence of the dynamic phase
order parameter Q measured for H0 ¼ 29:80 Oe and P ¼
2:5 ms. Measurements (a)–(d) differ in the number of oscillation
field cycles N that were measured for every bias field step, prior
to changing Hb. Data for decreasing and increasing Hb are
shown as (red) dots and (blue) squares, respectively.
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we observe in Figs. 4(c) and 4(d) with a shift of the trian-
gular shaped�Q> 0 structure to the left. Figures 4(e)–4(h)
show the results of mean-field calculations for the purpose
of a qualitative comparison with our experimental data [23].
Figure 4(e) shows the QðP;HbÞ phase diagram that is
described by the mean-field equation of state

Q3 � AðPc � PÞQ� BHb ¼ 0 (1)

in the vicinity of the critical point at P ¼ Pc and Hb ¼ 0
[25]. Hereby,A andB are analytical functions that areweakly
P and Hb dependent, making Eq. (1) a typical example of
cusp shape catastrophe behavior [9]. As one can see from
Fig. 4, the calculation results resemble our experimental data
very well, even if the Q � 0 regime in the calculated para-
magnetic dynamic phase [Fig. 4(e)] is larger than in our
experiments [Fig. 4(a)], a fact that is explained by the differ-
ent critical exponents predicted in mean field models [44].
We also followedmetastable steady states for decreasing and
increasing values of Hb and we observe QðHbÞ hysteresis
similar to our experiments. The existence of two stable
dynamic states with opposite Q was already mentioned by
Tomé and Oliveira [10], but the Hb dependence of this
numerical stability has not yet been studied. We find that
for P< Pc, there is an Hb range in which both dynamic
states are numerically stable. We furthermore observe that,
similar to our experiments, the bistability range increases

with decreasingP, thus producing the same type of triangular
shape in Figs. 4(f)–4(h). Also, theH0-dependent shift of the
bistability regime resembles the experimental observations
very closely.
All of the above demonstrates that by using and explor-

ing the Hb dependence of the order parameter Q, one has
access to far more aspects of the physics that is underlying
the dynamically ordered phase. We find that Hb appears to
define a phase line at Hb ¼ 0 for P< Pc, causing a first
order phase transition in between two antiparallel but
otherwise equivalent dynamic order states, that upon cross-
ing also generates transient bistability of the order parame-
ter and thus hysteresis. All of our results indicate that the
similarities of the dynamic phase transition and the ther-
modynamic ferromagnetic phase transition are much
further reaching than has been assumed so far.
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