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The Berezinski-Kosterlitz-Thouless transition is a unique two-dimensional phase transition, separating
two phases with exponentially and power-law decaying correlations, respectively. In disordered systems,
these correlations propagate along favorable paths, with the transition marking the point where global
coherence is lost. Here we propose an experimental method to probe locally these particular paths in
superconducting thin films, which exhibit this transition, and demonstrate theoretically that close to the
transition the coherence propagates along a ramified network, reminiscent of a percolation transition. We
suggest and calculate experimentally accessible quantities that can shed light on the spatial correlations in
the system as it approaches the critical point. This approach can be applicable to a variety of phase

transitions in disordered systems.
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According to the Mermin-Wagner theorem [1] there
can be no long-range order (of continuous symmetry) at
any finite temperature in two-dimensional systems.
Nevertheless, one may expect a finite-temperature
Berezinski-Kosterlitz—Thouless (BKT) transition [2-4]
between a phase with power-law decaying correlations at
T < Tgxr and a phase with exponentially decaying corre-
lations at 7 > Tggy. This BKT transition is driven by the
unbinding and proliferation of vortex-antivortex pairs at
the critical temperature Tgkr, which destroy global phase
coherence. It was suggested [5] that such a BKT transition
can be realized as a superconductor-insulator transition in
thin disordered films, where one of the hallmarks of the
BKT transition is a universal jump in the superfluid stiff-
ness [6] at the critical temperature. This superconductor-
insulator transition in thin films has been the subject of
intense experimental and theoretical research for several
decades [7], yet many puzzles remain.

In such disordered films, it has been established theo-
retically [8—13] and observed experimentally [14—17] that
the superconducting (SC) order parameter fluctuates
strongly across the sample, creating “SC islands,” where
the SC order is high, surrounded by areas of weaker SC
correlations. With increasing temperature the coherence
between neighboring SC islands is suppressed, until per-
colation of coherence from one side of the sample to the
other is lost, leading to the loss of global SC order
[12,13,18,19]. This description predicts that local SC order
may persist even when global SC order is lost, consistent
with experiments [20-26].

It has not been established whether the above process is
an alternative description of the BKT transition in a dis-
ordered system or describes a different phase transition.
The Harris criterion [27] indicates that the BKT transition
is stable under weak disorder, and recent experimental [28]
and theoretical [13] studies on disordered superconductors
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demonstrated the consistency of the transition in disor-
dered systems with BKT physics (see, however,
Ref. [29]). The latter calculation also showed that the
BKT transition is indeed concomitant with percolation of
near-neighbor correlations.

Understanding how coherence propagates in such dis-
ordered systems is thus crucial to resolving the nature of
the transition. In this Letter, we propose an experimental
procedure based on an established experimental technique
[30-32], whereby the change in a global quantity, such as
the resistance or the superfluid response, is measured as a
function of a local perturbation, such as a charged AFM or
STM tip, which can be scanned across the system. A
significant change in the conductance, for example, indi-
cates that the area under the tip carries, in the absence of
the tip, a significant portion of the current through the
sample, while small changes indicate areas the current
tends to avoid. Such a procedure produced clear maps of
the modes of transport in quantum point contacts [30,32]
and in the quantum Hall regime [31]. Generalizing the
same procedure to SC thin films will allow spatial resolu-
tion of the local propagation of coherence in disordered
superconductors, and, more generally, in disordered sys-
tems manifesting the BKT transition. (Standard scanning
STM measurements have already been done in thin SC
films by, e.g., Refs. [16,17].) Here we produce numerical
simulations of the experimental procedure on a square
lattice, and make specific predictions. A main result of
our work is that indeed certain links carry more of the
global coherence as the critical temperature Tkt is
approached and that these links form a ramified network.
We then present further evidence supporting the percola-
tion hypothesis by showing a connection between this
network and the Wolff cluster [33], which is known to
percolate at Tggr [34]. As we demonstrate, the measure-
ment will allow a direct probe of local and long-range
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correlations in the system, which will provide a detailed
description of the transition. We expect our approach to be
directly generalizable to other phase transitions in disor-
dered systems.

Model and method.—A minimal model that captures the
BKT behavior in two dimensions is the classical XY
model. It neglects the fermionic excitations possible
when Cooper pairs are broken into two quasiparticles,
yet it captures the loss of global phase coherence by a
BKT transition. This model is relevant to low-dimensional
superconductors [5], where loss of phase coherence
dictates the transition temperature Tggr, Which is much
lower than the SC gap, the quasiparticle excitation
energy [35,36].

The model is described by the Hamiltonian

Hyy = =D J;cos(0; — 6;) (1)
(i)

with 8; € [0, 2] an angle in the XY plane; (ij) denotes
nearest neighbors. J;;, the random nearest neighbor cou-
plings, are taken from a log-box distribution J;; =
Joexp(x) with x distributed uniformly between —A and
+ A, and A = O thus controls the disorder strength (such a
distribution is naturally expected in disordered thin films,
where the Josephson coupling is exponential in the dis-
tance between the superconducting area). The distribution
is chosen such that the median value of J;; is Jy, defined as
the unit of energy, regardless of the disorder A. In what
follows we present results for A = 5, which provides val-
ues of J;; over many orders of magnitude while still
allowing enough numerical accuracy, but we find similar
results for a range of A. We simulate the model using the
classical Monte Carlo Wolff algorithm [33] with periodic
boundary conditions in both directions.

The global quantity that we study is the superfluid
response, or the helicity modulus. The helicity modulus
Y, in the x direction is the response of the free energy F to
a phase twist ®, in that direction and is given by the
expression

_0*F
NxYx :rb%
2
=< Z JijCOS(Hij)>_:3<< Z JijSin(eij)> > )
Gnlle, (iplle,

where the sums are over all bonds in the x direction
and N, is the number of such bonds. 6;; = 6; — 6; is the
phase difference between neighboring sites i, j and the
large brackets denote thermal averages. Y, is defined
similarly for a twist in the y direction, and we define Y =
(Y, +Y,)/2. At low temperatures, where phase fluctua-
tions are suppressed, cos(6;;) =~ 1 —%Hizj, and the XY
model is equivalent to a random resistor network. Since
the resistance of such a network with an exponential dis-
tribution of resistances is given by the percolating

resistance [37,38], which, for the square lattice, is the
median of the distribution, we expect that Y(7T) will be
unaffected by disorder (the value of A) for the log-box
distributions studied in this work, for low temperatures.
Indeed we find that Y(7') is unmodified by A at very low
temperatures (7 << min[J;;]) and that Tggy is reduced by
less than 10% for large disorder (A = 5). Moreover, the
shape of Y(T) is consistent with the BKT behavior; i.e., as
the system size increases, the (negative) slope in Y(7)
increases for T > Tgir but not for T < Tgkr, indicating
a finite jump in the large size limit.

We simulate a local disturbance (such as the STM tip in
the experiment) by cutting a single bond (i.e., setting a
single J;; = 0) and then measuring the resulting change in
Y, which we label 6Y;;. This procedure is repeated for all
bonds in the lattice. Removing a bond {i, j} in the x
direction results in a change in the global helicity modulus

8Y;; = J;{cos(6;;)) + BJ,-zj<Sin2(9ij)>
—2BJ;; D Tiu(sin(6;) sin(6,,)),  (3)

{Im)llé,

and similarly for a bond in the y direction. As we are
interested in linear response, the brackets here denote
thermal averages with respect to the unperturbed
Hamiltonian in Eq. (1) [39].

Results.—Figure 1 shows a two-dimensional map of 5Y;;
for atypical realization of disorder at A = Sfora 128 X 128
periodic lattice, at two temperatures 7 < Tggr and
T = Tgkr. (To display the bond values, we map each
bond to a site using the established technique of a covering
lattice [40].) Darker bonds mark those bonds that when
cut make a stronger change to the helicity modulus. For
T < Tgkr [see Fig. 1(a)] it is evident that the bonds that
contribute significantly to global coherence form a dense
network. As T approaches Tggr [see Fig. 1(b)], these
bonds form a very ramified network, consisting of distinct
channels, even though the disorder does not have any spatial
correlations. In Fig. 1(c) we plot the spatial histogram of the
values of 8Y(T)/Y(T) for a range of temperatures. Three
features in the histogram are noteworthy. (i) The median of
8Y/Y does not change with temperature. (ii) As tempera-
ture is increased towards Tgir, the peak of the distribution
(the range of 8Y/Y between the arrows) gets suppressed
and the weight is shifted to the tails of very strong and very
weak O0Y values. (iii) The distribution is a sum of two
peaked distributions, one centered around high 8Y (near
the right arrow) and one around small values (left arrow).
The two broken lines denote the distributions of §Y/Y
generated by the bonds with a microscopic J;; <1 (left)
and those with J;; > 1 (right), revealing a correlation
between 8Y and J;; (see below). As disorder (A) is
increased, the peaks grow farther apart.

Consequently, the following physical picture emerges:
at low temperature the sample is mostly coherent and there

187002-2



PRL 111, 187002 (2013)

PHYSICAL REVIEW

week ending

LETTERS 1 NOVEMBER 2013

40 60

80 100 120

T=0.11
——T=031
08 T=051
T=0.71
T-0.83
06 T=0.87
——T=091
0.4
02

(c)

0 e . \
-18 -16 -14 -12 -10 -8 -6

FIG. 1 (color online). &Y for a typical realization of disorder
at A = 5 for a 128 X 128 periodic lattice, for T = 0.11 < Tgkr
(a) and T = 0.89 = Tyt (b). As temperature increases towards
TskT, coherence propagates through specific channels, forming a
ramified network. (c) The distribution P(8Y/Y) at T =
0.11-0.91 showing a constant median (vertical lines) and a shift
of the weight to the tails with increasing temperatures (change
points marked by the arrows). Broken lines: the distribution at
T =0.89 divided to the J<1 (left) and J>1 (right)
components. (d) P, (probability to belong to a Wolff cluster)
at T = 0.89 showing the same spatial structure of the Wolff
clusters as the Y plot in (b).

are many routes for the global phase coherence to propa-
gate through the sample; thus, many bonds give a signifi-
cant contribution when cut. As temperature increases
towards Tpir, larger regions lose coherence, so the coher-
ent routes gradually thin out, limiting the propagation of
global coherence to a smaller set of bonds, forming a
ramified network of channels.

Naively, one might suspect that there exists a trivial
relation between the bare microscopic couplings J;; and
their global effect 8Y;;, as might be inferred from Eq. (3).
Yet Fig. 2(a) reveals a more interesting relation: for sub-
median bonds J;; < 1, there is a linear correlation §Y;; «
J;; as suggested by the unit slope of the log plot. However,
for half the bonds of the lattice, for which J;; > 1, 8Y; is
only weakly dependent on J;; (the exact relation depends
on A). The reason is that these bonds belong to the perco-
lating coherence cluster, and the effect of cutting such a
bond on 6Y;; depends no longer only on its bare coupling
J;; but rather on its location in the network. We consider
this behavior and its onset at the median bond (which is the
percolation threshold for the square lattice) as further
evidence supporting the percolation scenario.

T=0.11
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FIG. 2 (color online). (a) Normalized scatter plot of In8Y vs
InJ showing correlation only for the submedian bonds (InJ < 0).
(b) Normalized scatter plot of IndY vs InP,, (probability to
belong to a Wolff cluster) showing a clear linear correlation.
Cw(R), the correlation function for P, for a range of tempera-
tures on a (c) linear and (d) log-log scale. The correlation decays
more slowly at higher temperatures, indicating the sparsity of the
coherence propagation.

In order to shed more light upon the spatial structure of
the correlation, we turn our attention to the Wolff clusters
[33]. A priori, these are mere numerical constructs that
were introduced to overcome the numerical problem
within the Metropolis Monte Carlo algorithm, which is
based on updates of local variables (such as spins), depend-
ing on Boltzmann weights. Because of the divergence of
length scales near the transition, spins are highly correlated
on large scales, and single spin flips are highly improbable.
To address this problem Wolff [33] proposed a very effi-
cient algorithm, which eliminated this critical slowing
down by allowing clusters of spins, called Wolff clusters,
to flip together. These clusters are constructed stochasti-
cally according to near-neighbor correlations. It was later
suggested [41] and then proven rigorously [34] that the
efficiency of the algorithm lies in its correct capture of the
physics of the BKT transition. The size of the Wolff
clusters, which reflect the correlated spins, grows towards
the BKT transition, the latter happening exactly where the
Wolff cluster percolates through the whole system. Note
that this proof applies for a clean system—the random
structure of the WOolff cluster is a result of the stochastic
nature of its construction, so one can imagine that they
reflect the random temporal correlations of the spins.
Nevertheless, due to the uniformity of the system, the
probability of every bond (ij) to belong to a Wolff cluster
P}}’ is the same. This situation is very different in disor-
dered systems. The Wolff clusters, generated during the
Monte Carlo calculation, are highly anisotropic and reflect
the spatial disorder in the system. In Fig. 1(d) we display a
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two-dimensional plot of the probability P} at T = Tgkr.
Indeed, P} and 8Y [see Fig. 1(b)] exhibit very similar
spatial structure, so the bonds with high 6V, darkest in
Fig. 1(b), are also the ones with the highest probability to
be part of a Wolff cluster, brightest in Fig. 1(d). Hence the
bonds that support the propagation of coherence (i.e., have
a large 8Y) are also, as expected, the ones that have long-
range correlations, as reflected by the Wolff clusters. This
observation is further supported by Fig. 2(b), which dis-
plays a normalized scatter plot of §Y;; vs P}, demonstrat-
ing the clear correlation between over 10 orders of
magnitude. If the proof that the Wolff clusters percolate
at the BKT transition extends to the disordered case, as is
indicated numerically, it is yet further support for the
percolating nature of coherence at the BKT transition.

A further check on the changing spatial structure with
temperature can be revealed by studying the correlation
function

Co(R) = Zhin-tpi-a(®Yy; = FVNEYy = 8Y)

“4)
2.~ (kD) —R

where the sum is over all pairs of bonds, a distance R apart,
and 8Y is the asymptotic average of 8Y; ;» so that Cy(R)
decays to zero at large R. A similar correlation function
Cy(R) can be defined in terms of P};. Because of the high
correlations between Ple and 8Y; [see Fig. 2(b)] we find a
similar behavior for these two correlation functions,
though Cy(R) displays smaller statistical fluctuations.
Figure 2(c) depicts Cy/(R) at a range of temperatures and
Fig. 2(d) depicts it on a log-log scale. At low temperatures,
as the network supporting coherence is dense, Cy(R)
decays quickly to zero. As temperature increases there is
a marked slower decay of Cy/(R), demonstrating the rami-
fied nature of that network. For the system sizes we simu-
lated, the correlation function doesn’t follow any simple
decay law, possibly due to finite size effects.

Summary and discussion.—The effect of disorder on the
BKT transition is a hotly debated problem in condensed
matter physics, and its relation to percolation, or the emer-
gence of a new critical point, are open issues. In this Letter
we propose an experiment to probe the spatial structure of
global phase coherence in two-dimensional superconduc-
tors, which are expected to display such a transition. Our
proposition is based on similar experiments that probe
conductance channels through quantum point contacts
and in quantum hall systems (while, for theoretical conve-
nience, we display results for the phase stiffness, we expect
similar results for the current). We present numerical
results for a minimal model that (in its clean version)
displays a BKT transition, in the strong disorder regime.
Our numerics point at an intriguing mechanism where the
global coherence passes predominantly through specific
channels that can be experimentally probed. The correla-
tion functions we have calculated, which can also be

measured experimentally, also support the idea that as
the critical temperature is approached, the coherence net-
work becomes more ramified, with percolation lost at
Tgkr- This picture is further supported theoretically by
the robust correlation between these channels and the
structure of the Wolff clusters, objects known to percolate
at the phase coherence transition of clean systems.
Moreover, our tests at A > 5 show that the two peaks
[broken lines in Fig. 1(c)] move apart as disorder increases.
This suggests the tempting possibility that at large enough
A the two peaks separate out and can thus give the exper-
imentalist a clear map of where coherence propagates, in
addition to a direct determination of which of the local
Josephson couplings are below the median as opposed to
above the median. It is interesting to note that as tempera-
ture increases towards Tpir, a significant fraction (up to
approximately 40%) of the 8§Y values become negative,
indicating an increase in coherence when these bonds are
cut. Such behavior is certainly possible in coherent sys-
tems, but is a departure from known results on random
resistor networks [42,43], which is relevant to the XY
model at low temperatures. Again, this observation is con-
sistent with the percolation pictures: cutting links that do
not participate in the network that support the propagation
of coherence not only does not impede the global coher-
ence, but may, in fact, increase it by giving more weight to
the percolating network. The experiment suggested here
and the numerical method can, in fact, be applied to any
physical system involving a phase transition driven by
phase fluctuations, and may also be relevant to high-7
superconductors in part of their phase diagram [35].

The method suggested and analyzed in this Letter can, in
fact, be used to probe the spatial correlations in other phase
transitions in disordered systems, and to shed light on the
intriguing interplay between disorder and correlations in
such systems.
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