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#### Abstract

We calculate, for the first time using unquenched lattice QCD form factors, the standard model differential branching fractions $d \mathcal{B} / d q^{2}\left(B \rightarrow K \ell^{+} \ell^{-}\right)$for $\ell=e, \mu, \tau$ and compare with experimental measurements by Belle, BABAR, CDF, and LHCb. We report on $\mathcal{B}\left(B \rightarrow K \ell^{+} \ell^{-}\right)$in $q^{2}$ bins used by experiment and predict $\mathcal{B}\left(B \rightarrow K \tau^{+} \tau^{-}\right)=(1.41 \pm 0.15) \times 10^{-7}$. We also calculate the ratio of branching fractions $R_{e}^{\mu}=1.00029(69)$ and predict $R_{\ell}^{\tau}=1.176(40)$, for $\ell=e, \mu$. Finally, we calculate the "flat term" in the angular distribution of the differential decay rate $F_{H}^{e, \mu, \tau}$ in experimentally motivated $q^{2}$ bins.
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Introduction.-The rare semileptonic decay $B \rightarrow$ $K \ell^{+} \ell^{-}$is a $b \rightarrow s$ flavor-changing neutral current process that only occurs through loop diagrams in the standard model, making it a promising probe of new physics. To make predictions for standard model observables or extract information about potentially new short-distance physics, knowledge of associated hadronic matrix elements is required. Because hadronic matrix elements quantify nonperturbative physics, the only first-principles method for calculating them is lattice QCD. Hadronic matrix elements for semileptonic decays are parametrized by form factors. For processes that occur readily in the standard model, only the vector and scalar form factors $f_{+, 0}$ are phenomenologically relevant. The study of rare decays requires knowledge of the tensor form factor $f_{T}$ as well. All form factors are potentially important in the presence of new physics.

There is an active effort [1-5] to constrain new physics using experimental results for $B \rightarrow K \ell^{+} \ell^{-}$, often in combination with other rare $B$ decays. In the past, the needed form factor information for these works has come from light cone sum rules (cf. Refs. [6-8]), valid at low $q^{2}$. In a more first-principles approach, Ref. [1] calculates the form factors in lattice QCD at high $q^{2}$ using the so-called quenched approximation [9], then extrapolates to low $q^{2}$ using the model-dependent Bečirević Kaidalov parametrization [10]. However, given the number and precision of recent experimental measurements of this decay and the importance of stringent tests of the standard model in such rare processes, standard model predictions free of uncontrolled approximations have become crucial. In the lattice approach, for instance, it is imperative to go beyond the uncontrolled quenched approximation. In this Letter, we present standard model results that are based for the first time on unquenched lattice calculations that take
effects of up, down, and strange sea quarks into account. Furthermore, our results are extrapolated over the full kinematic range of $q^{2}$ in a model-independent way. We then make detailed comparisons of these new standard model predictions with experimental measurements at the $B$ factories Belle [11] and BABAR [12], by CDF [13], and most recently by $\mathrm{LHCb}[14,15]$. We note that there are preliminary unquenched lattice QCD results for the form factors by Liu et al. [16] and the Fermilab Lattice and MILC collaboration [17].

Lattice QCD calculation.-We begin with an overview of the lattice QCD calculation of the form factors $f_{0,+, T}$. Reference [18] contains details, provides the information required to reconstruct the form factors, and calculates useful ratios of form factors.

Ensemble averages of two and three point correlation functions are performed using a subset of the MILC $2+1$ asqtad gauge configurations [19]. We use two lattice spacings, $a \approx 0.12 \mathrm{fm}$ and 0.09 fm , to allow extrapolation to the continuum and simulate at multiple light sea-quark masses to guide a chiral extrapolation to physical light-quark mass. The valence quarks in our simulation are NRQCD $b$ quarks [20,21] and HISQ light and strange quarks [22-24]. Data were generated using local and smeared $b$ quarks, $\mathrm{U}(1)$ random wall sources for the light and strange valence quarks, and four values of momenta to guide the kinematic extrapolation. We generate three point data for several temporal spacings between the $B$ meson and kaon to improve our ability to extract three point amplitudes.

We extract hadronic matrix elements from simultaneous fits to two and three point data using Bayesian fitting techniques [25] and incorporate correlations among data for different matrix elements and at different momenta. Effective vector and tensor lattice currents are matched to
the continuum using one loop, massless-HISQ lattice perturbation theory [26].

We extrapolate to physical light quark mass and zero lattice spacing using fit ansätze based on partially quenched staggered chiral perturbation theory [27]. The extrapolations include NLO chiral logs, NLO and NNLO chiral analytic terms to accommodate effects of omitted higher-order chiral logs, and finite volume effects. We neglect the $\mathcal{O}\left(a^{2}\right)$ taste-breaking discretization effects in [27] but accommodate generic discretization effects through $\mathcal{O}\left(a^{4}\right)$ in the extrapolation, including light- and heavy-quark mass-dependent discretization effects.

Using the physical extrapolated results, we generate synthetic data for each form factor, restricted to the region of $q^{2}$ for which simulation data exist. We extrapolate these data over the full kinematic range of $q^{2}$ using the modelindependent $z$ expansion $[28,29]$ with the Bourrely, Caprini, and Lellouch parametrization [30].

The chiral-continuum extrapolation errors for $f_{+}$are shown in the top plot of Fig. 1 in the region of $q^{2}$ for which simulation data exist. Following the method outlined in Ref. [31], the error is separated into components by grouping related fit parameters. The chiral extrapolation error ("chiral") contains errors in $f_{+}$due to extrapolating to physical light quark mass, strange quark mass interpolations to correct slight mistunings, small contributions from mass differences due to the use of a mixed action (asqtad sea and HISQ valence quarks), and finite volume effects. Discretization ("disc.") errors include light- and heavyquark mass-dependent and mass-independent discretization errors. Statistical ("stat.") errors represent the errors associated with the form factors obtained from the correlation function fits, i.e., the data for the chiral-continuum extrapolation fits. Errors due to input parameters are labeled "inputs."


FIG. 1 (color online). Errors for $f_{+}$from (top) chiralcontinuum and (bottom) kinematic extrapolations. The total \% error is the sum in quadrature of kinematic extrapolation errors.

Components of the kinematic extrapolation error are plotted in the bottom panel of Fig. 1, where the region of $q^{2}$ for which simulation data exist is indicated on the plot. The "stat." error is associated with the synthetic data generated by the chiral-continuum extrapolation, the " $z$ exp." error is the sum in quadrature of errors from coefficients of the $z$ expansion, and the "inputs" error is from uncertainty in input parameters.

In the region of simulated $q^{2}$, the dominant source of error is from the synthetic data. At low values of $q^{2}$ the error is roughly split between the synthetic data and the kinematic extrapolation. Errors associated with input parameters are negligible. A similar analysis of $f_{0, T}$ in Ref. [18] reveals similar behavior.

In addition to fit errors, systematic errors from matching, electromagnetic and isospin breaking effects, and omission of charm sea quarks contribute a combined $4 \%$ error (dominated by matching). The form factors, including all sources of error, are shown in Fig. 2 with shaded bands indicating the region of simulation data.

Standard model observables.-Using form factors, determined for the first time from unquenched lattice QCD, we calculate several standard model observables that either allow comparison with experiment or make predictions. Our form factor results are, within errors, equivalent for $B^{0} \rightarrow K^{0} \ell^{+} \ell^{-}\left(\bar{B}^{0} \rightarrow \bar{K}^{0} \ell^{+} \ell^{-}\right)$and $B^{ \pm} \rightarrow$ $K^{ \pm} \ell^{+} \ell^{-}$. The observables we calculate from the form factors introduce additional dependence on $M_{B}, M_{K}$, and $\tau_{B}$. In what follows, we calculate isospin averaged values for each observable. Values for most input parameters are taken from the PDG [32]. We use $1 / \alpha_{\text {EW }}=128.957(20)$ [33], $\left|V_{t b} V_{t s}^{*}\right|=0.0405(8)$ [34], and Wilson coefficients from [35] with $2 \%$ errors [36]. Input parameter errors are propagated to errors reported for observables [37].

Following Ref. [1] and restricting ourselves to the standard model, the differential decay rate is


FIG. 2 (color online). Form factors for $B \rightarrow K \ell^{+} \ell^{-}$.


FIG. 3 (color online). (left) Standard model differential branching fractions and experiment. (right) Form factor, input parameter, and Wilson coefficient $\left(C_{i}\right)$ contributions to the error. The total error is the sum in quadrature of the components. (a) Belle [11], BABAR [12], CDF [13], and LHCb [14,15] data and the Standard Model contribution to $d \mathcal{B}_{\ell} / d q^{2}, \ell=e, \mu$, (b) Error components for $d \mathcal{B}_{\ell} / d q^{2}$, (c) Predicted Standard Model contribution to $d \mathcal{B}_{\tau} / d q^{2}$, (d) Error components for $d \mathcal{B}_{\tau} / d q^{2}$.

$$
\begin{equation*}
d \Gamma_{\ell} / d q^{2}=2 a_{\ell}+2 c_{\ell} / 3 \tag{1}
\end{equation*}
$$

where $a_{\ell}$ and $c_{\ell}$, defined in Ref. [18], are functions of form factors, Wilson coefficients, and other input parameters.

We convert decay rates into branching fractions using the $B$ meson's mean lifetime $\mathcal{B}_{\ell}=\Gamma_{\ell} \tau_{B}$. The resulting differential branching fractions are shown for decay into a generic light dilepton final state in Fig. 3(a) and a ditau final state in Fig. 3(c). Differential branching fractions for dielectron and dimuon final states are nearly identical, and when a generic light dilepton final state is referenced, values are obtained using the average differential branching fraction. Figures 3(b) and 3(d) show error contributions from form factors, input parameters, and Wilson
coefficients, denoted $C_{i}$. Uncertainty in the form factors dominates. Form factor errors are better controlled in the region of simulated $q^{2}$. As a result, differential branching fractions for $B \rightarrow K \tau^{+} \tau^{-}$and for light dilepton final states at large $q^{2}$ values are more precisely determined.

Integrating the differential branching fractions over $q^{2}$ bins defined by ( $q_{\text {low }}^{2}, q_{\text {high }}^{2}$ ) permits direct comparison with experiment,

$$
\begin{equation*}
\mathcal{B}_{\ell}\left(q_{\mathrm{low}}^{2}, q_{\mathrm{high}}^{2}\right) \equiv \int_{q_{\mathrm{low}}^{2}}^{q_{\mathrm{high}}^{2}} d q^{2} d \mathcal{B}_{\ell} / d q^{2} \tag{2}
\end{equation*}
$$

Integrating over the full kinematic range yields the total branching fractions

TABLE I. Comparison of experiment and theory for $10^{7} \mathcal{B}_{\ell}\left(q_{\text {low }}^{2}, q_{\text {high }}^{2}\right)$, with $\ell=e, \mu$, for various ranges of integration. BABAR [12] uses slightly different $q^{2}$ bins: $(4.3,8.12),(10.11,12.89)$, and $(14.21,16)$. CDF [13] measurements are isospin averaged and for dimuon final states. LHCb measurements are for $B^{0} \rightarrow K^{0} \mu^{+} \mu^{-}$[14] and $B^{+} \rightarrow K^{+} \mu^{+} \mu^{-}$[15]. Quoted values from Bobeth et al. [5] are for $\bar{B}^{0} \rightarrow \bar{K}^{0} \ell^{+} \ell^{-}$.

| Measurement or calculation | $\left(q_{\text {low }}^{2}, q_{\text {high }}^{2}\right)\left(\mathrm{GeV}^{2}\right)$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(1,6)$ | $(4.3,8.68)$ | (10.09, 12.86) | $(14.18,16)$ | $(16,18)$ | (16, $q_{\text {max }}^{2}$ ) |
| BABAR [12] | $1.36_{-0.24}^{+0.27} \pm 0.03$ | $0.94{ }_{-0.19}^{+0.20} \pm 0.02$ | $0.90_{-0.19}^{+0.20} \pm 0.04$ | $0.49_{-0.14}^{+0.15} \pm 0.02$ | $\ldots$ | $0.67_{-0.21}^{+0.23} \pm 0.05$ |
| Belle [11] | $1.36{ }_{-0.21}^{+0.23} \pm 0.08$ | $1.00_{-0.18}^{+0.19} \pm 0.06$ | $0.55{ }_{-0.14}^{+0.16} \pm 0.03$ | $0.38{ }_{-0.12}^{+0.19} \pm 0.02$ | $\ldots$ | $0.98_{-0.18}^{+0.20} \pm 0.06$ |
| CDF [13] | $1.29 \pm 0.18 \pm 0.08$ | $1.05 \pm 0.17 \pm 0.07$ | $0.48 \pm 0.10 \pm 0.03$ | $0.52 \pm 0.09 \pm 0.03$ | $\ldots$ | $0.38 \pm 0.09 \pm 0.02$ |
| LHCb [14] | $0.655_{-0.35}^{+0.45}$ | $1.22 \pm 0.31$ | $0.50_{-0.19}^{+0.22}$ | $0.20_{-0.09}^{+0.13}$ | $\ldots$ | $0.355_{-0.14}^{+0.21}$ |
| LHCb [15] | $1.21 \pm 0.09 \pm 0.07$ | $1.00 \pm 0.07 \pm 0.04$ | $0.57 \pm 0.05 \pm 0.02$ | $0.38 \pm 0.04 \pm 0.02$ | $0.35 \pm 0.04 \pm 0.02$ |  |
| This work | $1.65 \pm 0.56$ | $1.37 \pm 0.35$ | $0.78 \pm 0.12$ | $0.419 \pm 0.048$ | $0.379 \pm 0.040$ | $0.782 \pm 0.081$ |
| Reference [4] | $1.29 \pm 0.30$ |  | ... | $0.43 \pm 0.10$ |  | $0.86 \pm 0.20$ |
| Reference [5] | $1.63{ }_{-0.27}^{+0.56}$ | $1.38{ }_{-0.25}^{+0.51}$ | $\ldots$ | $0.340_{-0.083}^{+0.179}$ | $0.309_{-0.081}^{+0.176}$ | $0.634_{-0.175}^{+0.382}$ |
| Reference [8] | $1.76{ }_{-0.23}^{+0.60}$ | $1.39_{-0.22}^{+0.53}$ | $\ldots$ |  |  |  |

TABLE II. Binned light dilepton observables compared with LHCb [15] and other selected results [5,42].

| Observable | $\left(q_{\text {low }}^{2}, q_{\text {high }}^{2}\right)\left(\mathrm{GeV}^{2}\right)$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(1,6)$ | $(4.3,8.68)$ | (10.09, 12.86) | $(14.18,16)$ | $(16,18)$ | $\left(16, q_{\max }^{2}\right)$ |
| $10^{3}\left(R_{e}^{\mu}-1\right)$ | $0.81 \pm 0.38$ | $1.07 \pm 0.30$ | $1.51 \pm 0.25$ | $2.09 \pm 0.24$ | $2.64 \pm 0.24$ | $3.93 \pm 0.29$ |
| Reference [42] | $0.31_{-0.07}^{+0.10}$ |  |  |  |  |  |
| $10^{6} F_{H}^{e}$ | $0.589 \pm 0.010$ | $0.2782 \pm 0.0065$ | $0.1729 \pm 0.0058$ | $0.1531 \pm 0.0055$ | $0.1543 \pm 0.0056$ | $0.1782 \pm 0.0068$ |
| $10^{2} F_{H}^{\mu}$ | $2.488 \pm 0.043$ | $1.184 \pm 0.027$ | $0.737 \pm 0.025$ | $0.652 \pm 0.023$ | $0.657 \pm 0.024$ | $0.758 \pm 0.029$ |
| Reference [5] | $2.54_{-0.36}^{+0.20}$ | $1.24_{-0.20}^{+0.12}$ |  | $0.704_{-0.196}^{+0.147}$ | $0.318_{-0.092}^{+0.201}$ | $0.775_{-0.254}^{+0.210}$ |
| LHCb [15] | $5.0_{-5.0-2.0}^{+8.0+4.0}$ | $4.0_{-4.0-4.0}^{+10.0+6.0}$ | $11.0_{-8.0+1.0}^{+20.0+2.0}$ | $8.0_{-8.0+1.0}^{+28.0+2.0}$ | $18.0{ }_{-14.0-4.0}^{+22.0+1.0}$ | . . . |

$$
\begin{align*}
10^{7} \mathcal{B}_{e}\left(4 m_{e}^{2}, q_{\max }^{2}\right) & =5.55 \pm 1.19 \\
10^{7} \mathcal{B}_{\mu}\left(4 m_{\mu}^{2}, q_{\max }^{2}\right) & =5.54 \pm 1.19  \tag{3}\\
10^{7} \mathcal{B}_{\tau}\left(14.18 \mathrm{GeV}^{2}, q_{\max }^{2}\right) & =1.41 \pm 0.15
\end{align*}
$$

where $q_{\text {max }}^{2}=\left(M_{B}-M_{K}\right)^{2}$. For the ditau final state, we begin the integration at $14.18 \mathrm{GeV}^{2}$ to account for the experimentally vetoed $\psi(2 S)$ region. A detailed comparison of our standard model branching fraction results with experiment and other calculations is given in Table I. The results of Altmannshofer and Straub [4] use form factors from Ref. [38], in which quenched lattice [39] and light cone sum rule [6] results are combined. The results of Bobeth et al. [5] use form factors obtained from light cone sum rules in Ref. [7] and extrapolated to large $q^{2}$ via $z$ expansion.

The ratio of dimuon and dielectron branching fractions

$$
\begin{equation*}
R_{e}^{\mu}\left(q_{\text {low }}^{2}, q_{\text {high }}^{2}\right) \equiv \frac{\int_{q_{\text {low }}}^{q_{\text {ligh }}^{2}} d q^{2} d \mathcal{B}_{\mu} / d q^{2}}{\int_{q_{\text {low }}^{\text {ligh }}}^{q_{\text {igh }}}} d q^{2} d \mathcal{B}_{e} / d q^{2} \tag{4}
\end{equation*}
$$

is a potentially sensitive probe of new physics [40], though measurements thus far $[11,12]$ have been consistent with the standard model. We extend the ratio to ditau final states, where new physics contributions may be even larger [41] and find

$$
\begin{gather*}
R_{e}^{\mu}\left(4 m_{\mu}^{2}, q_{\max }^{2}\right)=1.00029(69),  \tag{5}\\
R_{\mu}^{\tau}\left(14.18 \mathrm{GeV}^{2}, q_{\max }^{2}\right)=1.174(40),  \tag{6}\\
R_{e}^{\tau}\left(14.18 \mathrm{GeV}^{2}, q_{\max }^{2}\right)=1.178(41),  \tag{7}\\
R_{\ell}^{\tau}\left(14.18 \mathrm{GeV}^{2}, q_{\max }^{2}\right)=1.176(40) . \tag{8}
\end{gather*}
$$

Correlations among form factors are accounted for in the calculation of the ratios. We give values of the branching fraction ratios in different $q^{2}$ bins in Tables II and III.

The angular distribution of the differential decay rate is given by

$$
\begin{align*}
\frac{1}{\Gamma_{\ell}} \frac{d \Gamma_{\ell}}{d \cos \theta_{\ell}}= & \frac{1}{2} F_{H}^{\ell}+A_{F B}^{\ell} \cos \theta_{\ell} \\
& +\frac{3}{4}\left(1-F_{H}^{\ell}\right)\left(1-\cos ^{2} \theta_{\ell}\right) \tag{9}
\end{align*}
$$

where $\theta_{\ell}$ is the angle between the $B$ and $\ell^{-}$as measured in the dilepton rest frame. The "flat term" $F_{H}^{\ell}$, introduced by Bobeth et al. [42], is suppressed by $m_{\ell}^{2}$ in the standard model and is potentially sensitive to new physics [1,5]. The "forward-backward asymmetry" $A_{F B}^{\ell}$ is zero in the standard model (up to negligible QED contributions [42,43]) so is also a sensitive probe of new physics. The flat term [42]

$$
\begin{equation*}
F_{H}^{\ell}\left(q_{\mathrm{low}}^{2}, q_{\mathrm{high}}^{2}\right)=\frac{\int_{q_{\mathrm{low}}^{2}}^{q_{\mathrm{iow}}^{2}} d q^{2}\left(a_{\ell}+c_{\ell}\right)}{\int_{q_{\mathrm{low}}^{2}}^{q_{\mathrm{lioh}}^{2}} d q^{2}\left(a_{\ell}+c_{\ell} / 3\right)} \tag{10}
\end{equation*}
$$

is constructed as a ratio to reduce uncertainties. Evaluated in experimentally motivated $q^{2}$ bins, values for $F_{H}^{e, \mu, \tau}$ are given in Tables II and III.

Summary and outlook.-Employing unquenched lattice QCD form factors for the rare decay $B \rightarrow K \ell^{+} \ell^{-}$[18], we calculate the first model-independent standard model predictions for differential branching fractions, branching fractions integrated over experimentally motivated $q^{2}$ bins, ratios of branching fractions potentially sensitive to new physics, and the flat term in the angular distribution of the differential decay rate. Where available, we compare with experiment and previous calculations. For

TABLE III. Binned ditau final state observables. We compare with results for the flat term and branching fraction from Bobeth et al. [2].

|  |  | $\left(q_{\text {low }}^{2}, q_{\text {high }}^{2}\right)\left(\mathrm{GeV}^{2}\right)$ |  | $(16,18)$ |
| :--- | :---: | :---: | :---: | :---: |
| Observable | $\left(14.18, q_{\text {max }}^{2}\right)$ | $(14.18,16)$ | $\left(16, q_{\text {max }}^{2}\right)$ |  |
| $R_{\mu}^{\tau}\left(q_{\text {low }}^{2}, q_{\text {high }}^{2}\right)$ | $1.174 \pm 0.040$ | $0.802 \pm 0.027$ | $1.067 \pm 0.034$ | $1.373 \pm 0.046$ |
| $R_{\tau}^{\tau}\left(q_{\text {low }}^{2}, q_{\text {high }}^{2}\right)$ | $0.804 \pm 0.027$ | $1.069 \pm 0.034$ | $1.379 \pm 0.047$ |  |
| $R_{\ell}^{\tau}\left(q_{\text {low }}^{2}, q_{\text {high }}^{2}\right)$ | $1.178 \pm 0.041$ | $0.803 \pm 0.027$ | $1.068 \pm 0.034$ | $1.376 \pm 0.047$ |
| $F_{H}^{\tau}\left(q_{\text {low }}^{2}, q_{\text {high }}^{2}\right)$ | $1.176 \pm 0.040$ | $0.9188 \pm 0.0027$ | $0.8796 \pm 0.0039$ | $0.8759 \pm 0.0042$ |
| Reference $[2]$ | $0.8861 \pm 0.0037$ | $\cdots$ | $\cdots$ | $\cdots$ |
| $10^{7} \mathcal{B}_{\tau}\left(q_{\text {low }}^{2}, q_{\text {high }}^{2}\right)$ | $0.890_{-0.043}^{+0.033}$ | $0.337 \pm 0.038$ | $0.405 \pm 0.043$ | $\cdots$ |
| Reference $[2]$ | $1.41 \pm 0.15$ | $\cdots$ | $1.08 \pm 0.11$ |  |

$q^{2} \gtrsim 10 \mathrm{GeV}^{2}$, our results are more precise than previous standard model predictions. For all $q^{2}$ values, our results are consistent with previous calculations and experiment.

Predictions for observables involving the ditau final state are particularly precise and potentially sensitive to new physics. Given this combination, measurements of $\mathcal{B}_{\tau}, R_{\ell}^{\tau}$, or $F_{H}^{\tau}$ by experimentalists would be particularly interesting and welcome.
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