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We perform a metastudy of recently published redshift space distortion (RSD) measurements of the

cosmological growth rate, fðzÞ�8ðzÞ. We analyze the latest results from the 6dFGS, BOSS, LRG,

WiggleZ, and VIPERS galaxy redshift surveys, and compare the measurements to expectations from

Planck. In this Letter we point out that the RSD measurements are consistently lower than the values

expected from Planck, and the relative scatter between the RSD measurements is lower than expected. A

full resolution of this issue may require a more robust treatment of nonlinear effects in RSD models,

although the trend for a low �8 agrees with recent constraints on �8 and �m from Sunyaev-Zeldovich

cluster counts identified in Planck.
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Understanding the accelerated expansion of the
Universe is currently one of the most important questions
in cosmology. Measurements of the distance-redshift
relation with supernovae and baryon acoustic oscillations
are well described by general relativity with a cosmo-
logical constant, and cold dark matter—the �CDM
model. The discovery of the accelerated expansion has
motivated a vast number of theories of modified gravity—
comprehensively reviewed by Ref. [1]. Any theory of grav-
ity must reproduce the background expansion observed
with tests of the distance-redshift relation. To test such
theories, a number of galaxy surveys have measured the
growth rate of cosmological density perturbations, where
many modified gravity theories predict different growth
rates to �CDM. Specifically, the cosmological growth rate
f is defined as f ¼ d lnG=d lna, where a is the scale
factor, and G is the growth factor of the matter density
contrast.

Most recent growth rate measurements come from infer-
ring peculiar velocities from redshift space distortions
(RSDs) in a galaxy redshift survey, as proposed by
Ref. [2]. One of the first RSD surveys to use this anisotropy
to measure the growth ratewas the 2dFGRS [3]. The growth
rate has since been measured with a range of other tech-
niques and surveys, with the RSD technique in the VVDS
survey [4], quasistellar object clustering and Ly� clustering
[5–7], and at z� 0 in peculiar velocity surveys [8,9].

Since galaxies only form in the densest regions of the
universe, a bias factor b is used to relate perturbations in

the matter density �m to perturbations in galaxy density �g,

so that �g ¼ b�m. Because of this bias, galaxies are only

sensitive to the growth rate f to within a factor of the
density power spectrum normalization. Consequently,
early growth rate measurements reported values of the
parameter �, where � ¼ f=b. However, since the galaxy
bias varies between populations of galaxies (with typical
values between 1 and 3), values of� from different surveys
can be difficult to combine and compare to theories. More
recently, growth rate measurements have therefore been
reported in the combination of fðzÞ�8ðzÞ, [10] where �8 is
the matter power spectrum normalization on scales of
8 h�1 Mpc. It is only values of fðzÞ�8ðzÞ from RSD sur-
veys that we consider here, as summarized in Table I, and
not earlier values of �.
In Ref. [15], the growth rate from the BOSS survey was

fitted at four correlated redshift values, although the pub-
licly available covariance matrix is for three redshift
measurements, to reduce correlations between the mea-
surements. We find that even with three redshift bins, the
block-diagonal covariance matrix is too highly correlated,
and thus we do not include the highly correlated intermedi-
ate redshift measurement. We analyze the data with two
different measurements from the LRG (luminous red
galaxy) survey (from the SDSS data release 7), with a
maximum pair separation of 200h�1 Mpc (LRG200) and
also with a maximum pair separation of 60h�1 Mpc
(LRG60)—we do not analyze the data with both LRG200

and LRG60, simultaneously.
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These galaxy surveys do not measure distances
directly—in order to infer the distance from the measured
redshift, a cosmological model must be assumed. As noted
by Ref. [19], if an incorrect cosmological model is
assumed, an additional, artificial anisotropy can be
imposed on the RSDs. For the surveys we consider here,
a �CDM cosmology based on the Wilkinson microwave
anisotropy probe (WMAP) 7-year parameters [20] was
assumed. Thus, in order to compare the measurements to
predictions from Planck, we have to account for the addi-
tional anisotropy introduced by inferring distances from
WMAP to Planck parameters. To approximate this Alcock-
Paczynski (AP) effect, we thus rescale to growth rate
measurements and uncertainties by the ratio of
HðzÞDAðzÞ in WMAP and Planck cosmologies, where
HðzÞ is the Hubble parameter, and DAðzÞ is the angular
diameter distance. In Fig. 1, we plot the original published
values of fðzÞ�8ðzÞ as open markers, and the rescaled
values as filled markers.

To account for the range of growth rate models allowed
by Planck parameters, we use CAMB [21] to generate growth
ratemodels for each step in (a thinned version) of the Planck
parameter chain. To prepare the chain, we combine the eight
BASE_PLANCK_LOWL_LOWLIKE chains from the Planck leg-

acy archive [22], to create a chain 78 373 steps long,
which—for efficiency—we thin by a factor of 10 to 7838
steps. These results are illustrated in Fig. 1. The lighter red
band represents the region which includes 95% of the
growth rate models, and the darker red band illustrates the
region which includes 68%. The dashed red line illustrates
the best-fit. To fit the RSD data, we thin the 7838 step chain
by an additional factor of 10, and for each of these steps
perform a Markov chain Monte Carlo fit to the RSD data
(calculating the AP effect for the parameters at every step in
the chain). We then combine these chains to marginalize
over the range of uncertainty allowed by Planck.

In order to fit the RSD data, we use parameters which—
as far as possible—only affect the growth of perturbations,
and not the well-constrained distance redshift relation or
the cosmic microwave background (CMB) anisotropies.
Following Ref. [23] we use a parametrized model for the
gravitational slip � , given by

� ¼ ð1� �Þ�; (1)

where� and� are potentials which describe timelike and
spacelike metric perturbations in the Newtonian gauge,
respectively. For general relativity, in the absence of
anisotropic stress, these two potentials are equal, and so
� ¼ 0. At the redshifts probed by RSDs, we expect the
anisotropic stress to be negligible, so nonzero values of �
may suggest physics beyond general relativity. For the
particular model we consider here, we specify the value
of � at redshift 0 and 1, we call these parameters �0 and �1.
The model additionally includes an equivalent parame-

trization for an effective Newton’s constant, although with
only RSD data, the two sets of parameters are indistin-
guishable, and we consider only one set. These parameters
do not affect the background expansion, and only affects
CMB anisotropies via the integrated Sachs-Wolfe (ISW)
effect. In Table II we illustrate the results of our fits for �0
and �1. In both the LRG60 and LRG200 data sets, �0 is
discrepant with the general relativity value of 0 at around
the 1 standard deviation level, and �1 is discrepant at over
the 2 standard deviation level. The corresponding growth
rate models are illustrated as before in Fig. 1 in blue, with a
solid line.
We note that the best fit to the RSD data would lead to a

very high ISW signal in the CMB anisotropies. On simul-
taneously fitting to low-‘ CMB constraints (from WMAP)
and RSDs—and additionally fitting for an effective
Newton’s constant—we find that the combined data are
overwhelmingly dominated by the ISW constraint, only

TABLE I. Compilation of recent published values of fðzÞ�8ðzÞ (ordered by redshift). Where the measurements within different
redshift bins of the same survey are correlated, we indicate the correlation coefficient � between the measurements (the 1st and 3rd
redshift bins in the WiggleZ survey are uncorrelated). We also indicate the maximum scale used in the correlation function
(the WiggleZ analysis uses the power spectrum), the indices of the Legendre moments used to fit for the anisotropic clustering
[11], and the model used to fit for the RSD.

Survey z fðzÞ�8ðzÞ rmax (h�1 Mpc) Method Model Reference

6dFGS 0.067 0:423� 0:055 30 0, 2, 4 Scoccimarro [12] [13]

LRG200 0.25 0:3512� 0:0583 200 0, 2, 4 Kaiser [2]þdamping [14]

0.37 0:4602� 0:0378

LRG60 0.25 0:3665� 0:0601 60 0, 2, 4 Kaiser [2]þdamping

0.37 0:4031� 0:0586

BOSS 0.30 0:408� 0:0552 200 0, 2 [15]

� ¼ �0:19 0.60 0:433� 0:0662

WiggleZ 0.44 0:413� 0:080 kmax 0, 2 Jennings [16] [17]

� ¼ 0:51 0.60 0:390� 0:063 0:3h Mpc�1

� ¼ 0:56 0.73 0:437� 0:072

VIPERS 0.8 0:47� 0:08 30 0, 2 Kaiser [2]þdamping [18]
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including the RSD data in the growth rate models at the
95% limit. Thus it does not currently appear possible to
simultaneously fit RSDs and the ISW—the results we
present here are for the fits to only the RSDs.

We consider the �2 statistic for the fits, given by

�2 ¼ ðx� �xÞC�1ðx� �xÞ; (2)

where x is a vector of observed values, �x is a vector of
corresponding values from a model for x, and C is the

covariance matrix for the data. We note that for both data
sets, the �2 is substantially less than the 7 degrees of free-
dom in the fit. We calculate the probability to exceed (PTE)
this �2, under the assumption that the uncertainties are
indeed correctly estimated. The very low PTE values sug-
gest that either the uncertainties have been over estimated,
or genuine scatter in the measurements is being systemati-
cally suppressed. While only additional observations will
determine whether this trend is truly statistically significant,
the results already in hand appear to suggest that either the
quoted uncertainties have been overestimated, or the analy-
sis is suppressing genuine scatter in the measurements.
We note that the PTE decreases with the LRG200 data

set, since the LRG200 measurements have a larger scatter
than the LRG60 measurements. This is likely due to the fact
that most of the coherent clustering signal is due to corre-
lations on scales less than 100h�1 Mpc, so the additional
correlations are effectively adding noise to the signal.
In most recent results, the uncertainties have been esti-

mated from several hundred simulated realizations of the
survey, from which the uncertainty (and the covariance
between measurements, in the case of several redshift
bins) can be deduced from the scatter in the realizations.
Although it may appear that the uncertainties on the mea-
surements have been overestimated, good agreement
between the quoted values and Fisher forecasts [e.g.,
Ref. [24]] of the minimum intrinsic statistical uncertainties
suggests that this is not the case, although Ref. [25] notes
that the uncertainties in the BOSS growth rate measure-
ments are around 40% larger than the Fisher matrix
predictions.
Perhaps the stage of an RSD analysis most likely to

introduce a systematic shift, and artificially reduce the
scatter, may be in fitting a model to the two-dimensional
two-point correlation function (or power spectrum).
Reference [26] analyzed simulated catalogues for the
WiggleZ survey with a range of models for the RSD effect,
and found that measurements of �m (which is directly
sensitive to the growth rate) were highly dependent on
the model used. In particular, the model of a HALOFIT

[27] PðkÞ with a linear model for the redshift space dis-
tortion recovered a lower �m compared to the fiducial
value on which the simulation was based.
The preference for a lower growth rate or �8 appears to

agree with recent results from Ref. [28], studying Sunyaev-
Zeldovich (SZ) cluster counts, who find �8 ¼ 0:77� 0:02
and �m ¼ 0:29� 0:02. Collectively, these results may be
suggesting that �CDM does not fully model simulta-
neously the cosmic microwave background and the
Universe at z < 1. However, future work will require
detailed work with simulated catalogues for a range of
cosmological models [e.g., Refs. [29,30]] and an improved
understanding of the relationship between the observed
galaxies, the peculiar velocity field, and the underlying
dark matter [e.g., Refs. [31,32]] before we can more

TABLE II. Results from fits to the RSD data. The first line of
results is for the LRG60 data set, and the second line is for
LRG200. For each set, we present the best-fit values of the
gravitational slip at redshift 0 and 1 (�0 and �1). The uncertain-
ties are at the 1 standard deviation level. The fiducial value of
both parameters in general relativity is 0. We also indicate the
correlation coefficient � of the distribution of the fit to these two
parameters, the minimum �2 of the fit and corresponding proba-
bility to exceed (PTE).

�0 �1 � �2 1-PTE

�2:94� 1:94 0:32� 0:13 �0:72 1.34 0.99

�2:07� 1:88 0:28� 0:10 �0:70 3.31 0.86
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FIG. 1 (color online). Comparing models to recent measure-
ments of fðzÞ�8ðzÞ. We are plotting results for the LRG200 data
set. The open markers are the original published values from the
RSD measurements, and the filled markers are after accounting
for the Alcock-Paczynski effect in going from WMAP to Planck
cosmology. The measurement error bars are at the 1 standard
deviation uncertainty level. The dashed red line illustrates the
expected growth rate from �CDM with Planck parameters, with
the 1 and 2 standard deviation uncertainty illustrated with the
shaded bands. The solid blue line and corresponding blue shaded
regions illustrates the best fit to the RSD data with the gravita-
tional slip model. We note that almost all the measurements
include our best fit model at the 1 standard deviation uncertainty
level, which is reflected in the low �2 in Table II. The 1 standard
deviation range of the model (the darker blue band) is narrower
than the typical 1 standard deviation uncertainty on any of the
measurements because the fit has been calculated from the
several independent measurements.
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robustly use RSD measurements to study departures
from �CDM.
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