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We study the transport properties of a system of active particles moving at constant speed in a

heterogeneous two-dimensional space. The spatial heterogeneity is modeled by a random distribution of

obstacles, which the active particles avoid. Obstacle avoidance is characterized by the particle turning

speed �. We show, through simulations and analytical calculations, that the mean square displacement of

particles exhibits two regimes as function of the density of obstacles �o and �. We find that at low values

of �, particle motion is diffusive and characterized by a diffusion coefficient that displays a minimum at

an intermediate obstacle density �o. We observe that in high obstacle density regions and for large �

values, spontaneous trapping of active particles occurs. We show that such trapping leads to genuine

subdiffusive motion of the active particles. We indicate how these findings can be used to fabricate a filter

of active particles.
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Locomotion patterns are of prime importance for the
survival of most organisms at all scales, ranging from
bacteria to birds, and often involving complex processes
that require energy consumption: i.e., the active motion of
the organism [1,2]. The characterization and study of these
patterns have a long tradition [1,2] and the experimental
observation of subdiffusion, diffusion, and superdiffusion
hasmotivated the development of powerful theoretical tools
[3]. It is only in recent years that the (thermodynamical)
nonequilibrium nature of these active patterns has been
exploited, leading to the study of the so-called active parti-
cle systems [4]. Exciting nonequilibrium features have been
reported in both interacting as well as noninteracting active
particle systems. For instance, large-scale collectivemotion
and giant number fluctuations have been found in interact-
ing active particle systems [5–8]. In noninteracting active
particle systems, the presence of active fluctuations leads to
complex, nonequilibrium transients in the particle mean
square displacement [9,10] and anomalous velocity distri-
butions [11], and the lack of momentum conservation indu-
ces nonclassical particle-wall interactions, which allows,
for instance, the rectification of particle motion [12–16].

The study of active particle systems has recently wit-
nessed the emergence of a promising new direction: the
design and construction of biomimetic, artificial active
particles. The directed driving is usually obtained by fab-
ricating asymmetric particles that possess two distinct
friction coefficients [17–19], light absorption coefficients
[20–23], or catalytic properties [10,24–28] depending on
whether energy injection is done through vibration, light
emission, or chemical reaction, respectively. One of the
most prominent features of these artificial active particles
is that their motion is characterized by a diffusion coeffi-
cient remarkably larger than the one obtained using sym-
metric particles [10].

The rapidly expanding study of active particles has
focused so far almost exclusively, theoretically as well as
experimentally, on the statistical description of particle
motion in idealized, homogeneous spaces. However, the
great majority of natural active particle systems takes
place, in the wild, in heterogeneous media: from active
transport inside the cell, which occurs in a space that is
filled by organelles and vesicles [29], to bacterial motion,
which takes place in highly heterogeneous environments
such as the soil or complex tissues such as in the gastroin-
testinal tract [30]. While diffusion in random media is a
well studied subject [31,32], the impact that a
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FIG. 1 (color online). Diffusive and subdiffusive regimes.
(a) For low values of the turning speed �, the motion is diffusive
and characterized by a diffusion coefficient Dx that exhibits a
minimum with the obstacle density �o, as expected by combin-
ing the low-density (LD) and high-density (HD) approximation.
See Eqs. (9) and (11), and the text. (b) For large values of �,
diffusive motion occurs at low �o values only, while for large �o

values particle motion becomes subdiffusive. (c) The boundary
between the diffusive and subdiffusive regime is given, for a
fixed noise �, by �o and � (see the inset and Ref. [47]).
Parameters: R¼ 1, L¼ 100, Np ¼ 104, and �¼ 0:01 [�¼ 0:1

in the inset of (c)].
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heterogeneous medium may have on the locomotion pat-
terns of active particles remains poorly explored.

We address this fundamental problem by using a simple
model inwhich the active organismsmove at constant speed
in a heterogeneous two-dimensional space, where the het-
erogeneity is given by a random distribution of obstacles.
An ‘‘obstacle’’ may represent the source of a repellent
chemical, a light gradient, a burning spot in a forest, or
whatever threat that makes our (self-propelled) organisms
move away from it once the danger has been sensed, with
obstacle avoidance characterized by a (maximum) turning
speed �. Our analysis shows that the same evolution equa-
tions (behavioral rules) lead to very different locomotion
patterns at low and high density of obstacles. In the dilute
obstacle scenario, there is no conflicting information and
organisms can easily move away from the undesirable area
they find in their way. On the other hand, when we stress the
environmental conditions, such that organisms sense sev-
eral repellent sources simultaneously, the processing of the
information is no longer simple. Organisms compute the
local obstacle density gradient and use this information to
move away from higher obstacle densities. Since the distri-
bution of obstacles is random, as the overall obstacle den-
sity increases, this task becomes increasinglymore difficult.
As a result of this, no strategy guarantees how to escape
from obstacles and the organisms behave more and more as
if there were no obstacles in the system. For low � values,
we find that the above described change of behavior is
reflected by the minimum exhibited by the diffusion
coefficient at intermediate obstacle densities �o [see
Fig. 1(a)]. For large � values, particle motion is diffusive
at small densities�o, while for large enough densities a new
phenomenon emerges: spontaneous trapping of particles
[see Fig. 1(b)]. These traps are closed orbits found by the
particles in a landscape of obstacles [see Fig. 2]. The time
particles spend in these orbits is heavy-tailed distributed,
and particle motion is genuinely (i.e., asymptotically) sub-
diffusive. The boundary between the diffusive and subdif-
fusive regime depends on� and�o as illustrated in Fig. 1(c).

Model definition.—We consider a continuum time model
for Np self-propelled particles moving in a two-

dimensional space of linear size L where No obstacles
are placed at random [33]. Boundary conditions are peri-
odic. In the over-damped limit, the equations of motion of
the ith particle are given by

_x i ¼ v0Vð�iÞ; (1)

_� i ¼ hðxiÞ þ ��iðtÞ; (2)

where the dot denotes the temporal derivative, xi corre-
sponds to the position of the ith particle, and �i corre-
sponds to its moving direction. The function hðxiÞ
represents the interaction with obstacles and its definition
is given by

hðxiÞ ¼
8<
:

�
nðxiÞ

P
�i

sinð�k;i � �iÞ if nðxiÞ> 0

0 if nðxiÞ ¼ 0;
(3)

where the sum runs over all neighboring obstacles�i such
that 0< jxi � ykj< R, with yk the position of the kth
obstacle and nðxiÞ the cardinal number of �i. The term
�k;i is the angle, in polar coordinates, of the vector xi � yk.
In Eq. (1), v0 is the active particle speed and Vð�Þ �
ðcosð�Þ; sinð�ÞÞT . The additive white noise in Eq. (2) is
characterized by an amplitude � and obeys h�iðtÞi ¼ 0
and h�iðtÞ�jðt0Þi ¼ �i;j�ðt� t0Þ, which leads to an

angular diffusion D� ¼ �2=2. Notice that for � ¼ 0,
Eqs. (1) and (2) define a system of persistent random
walkers characterized by a diffusion coefficient Dxo ¼
v2
0=ð2D�Þ (see Refs. [1,2,9]).
Continuum description.—We look for a coarse-grained

description of the system in terms of the concentration
pðx; �; tÞ of particles at position x and orientation � at
time t. The evolution of pðx; �; tÞ obeys [35]
@tpþ v0r � ½Vð�Þp� ¼ D�@��pþ F½pðx; �; tÞ; �oðxÞ�;

(4)

where D� is the angular diffusion as defined above, and
F½pðx; �; tÞ; �oðxÞ� represents the interaction of the self-
propelled particles with the obstacles. The term �oðxÞ
refers to the obstacle density at position x [36]. Here, we
discuss two clear limits where F½pðx; �; tÞ; �oðxÞ� can be
specified. We refer to these limits as the low-density (LD)
and high-density (HD) (obstacle) approximation.
Low-density approximation.—We consider that the ac-

tive particles move most of the time freely, bumping into
obstacles only occasionally. More specifically, we assume
that �, �o � 1 and approximate the interaction with
obstacles, for time scales much larger than 2R=v0, as
sudden changes in the moving direction of the particle.
Let Tð�; �0;xÞ be the rate at which a particle at position x
and moving in direction � turns into direction �0. To
compute Tð�; �0;xÞ we need to estimate the frequency at
which particles encounter obstacles as well as the scattered

ρ
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B
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x

FIG. 2 (color online). Trapping and filtering. Left: for large
values of � and �o, spontaneous trapping of particle occurs (see
the Supplemental Material [45]). Obstacles are indicated by red
dots while black arrows correspond to active particles with
� ¼ 5. Right: by placing obstacles on the left half of the box,
particles with �A ¼ 5 (black) are confined to this region, while
particles with �B ¼ 1 (orange) diffuse freely over the system.
Parameters: �o ¼ 0:5, � ¼ 0:01, and L ¼ 30.
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angle after each obstacle interaction. If D�1
� v0 � ��1=2

o ,

we can approximate particle motion, in between successive
encounters with obstacles, as ballistic. In this limit,
the obstacle encounter rate can be estimated as �ð�oÞ �
vo�o	o, where 	o ¼ 2R. To simplify the calculations
we approximate the scattered angle distribution by a
simple top-hat functional form. Putting all this
together, we express Tð�; �0;xÞ ’ �ð�oÞTð�; �0Þ �
½�ð�oÞ=ð2
�Þ��ð
� � j�� �0jÞ and write F as

F½p� ¼ ��ð�oÞpðx; �; tÞ þ
Z 2�

0
d�0Tð�; �0Þpðx; �0; tÞ

� �ð�oÞ
2�
6

@��p; (5)

where 
� is numerically obtained from the study of the
scattering process. Expression (5) allows us to rewrite the

rhs of Eq. (4) as ~D�@��p, where
~D� is defined as ~D� ¼

D� þ �ð�oÞ
2�=6. By performing a moment expansion of

Eq. (4), where we define �ðx; tÞ ¼ R
d�p, Pxðx; tÞ ¼R

d� cosð�Þp, Pyðx; tÞ ¼
R
d� sinð�Þp, and Qsðx; tÞ ¼R

d� sinð2�Þp, and Qcðx; tÞ ¼
R
d� cosð2�Þp, we arrive

at the following set of equations:

@t� ¼ �v0r � P; (6)

@tPx ¼ �v0

2
r � ½Qc þ �;Qs� � ~D�Px; (7)

@tPy ¼ �v0

2
r � ½Qs; ��Qc� � ~D�Py; (8)

where we assumed that @tQc ¼ @tQs ¼ 0. It can be shown
that the temporal evolution of Qc and Qs is faster than the
one of Px and Py, which in turn is faster than the one for �.

Since we are interested in the long-time behavior of �ðx; tÞ,
and there is no induced order, we take Qc ¼ Qs ¼ 0 and
use the fast relaxation of Eqs. (7) and (8) to express Px

and Py as slave functions of � and its derivatives [37].

This procedure leads to the following asymptotic equation
for �ðx; tÞ:

@t� ¼ r �
�

v2
0

2 ~D�

r�
�
: (9)

From Eq. (9), it is evident that the spatial diffusion coef-
ficient Dx takes the form Dx ¼ v2

0=½2ðD� þ�0�oÞ�, with
�0 ¼ v0	0


2
�=6. Notice that Dx is a decreasing function

of �o [38].
High-density approximation.—At large obstacle den-

sities, particles always sense the presence of several
obstacles around them. This means that we cannot think
of collisions as rare sudden jumps in the moving direction.
Thus, we replace Eq. (5) with a direct, local, coarse-
grained expression for the interactions. This means that
we leave the Boltzmann for the Fokker-Planck approach
where the interaction with obstacles is expressed by F ¼
@�½Ipðx; �; tÞ�. The term I represents the (average)

interaction felt by a particle at x moving in direction �,
which takes the form

I ¼ �

nðxÞ
X
j

sinð�� �jÞ ¼ ��ðxÞ
nðxÞ sinð�� c ðxÞÞ; (10)

where j is an index that runs over all neighboring obstacles,
�j is the polar angle associated with the vector x� yj, and

�ðxÞ and c ðxÞ are the modulus and phase, respectively,
of

P
j expð{ð�jÞÞ (see Ref. [40]). We now approximate

Eq. (10) by its average and use the fact that it represents
a sum of n random vectors of magnitude 1 in the complex
plane, to express I�sinð��c ðxÞÞ= ffiffiffi

n
p

, where n��R2�o.
Inserting this approximated expression into Eq. (4) and
performing the moment expansion and approximations
that led us from Eqs. (6)–(8) to Eq. (9), we arrive at

@t� ¼ v2
0

2D�

r2�� �v0

2D�R
ffiffiffiffiffiffiffiffiffi
��0

p r � ½ð cosðc Þ; sinðc ÞÞ��

¼ Dxor2�� �v0

2D�R
ffiffiffiffiffiffiffiffiffi
��0

p r �
�

�r�oðxÞ
k r�oðxÞ k

�
; (11)

where we have approximated the vector field
ð cosðc Þ; sinðc ÞÞ�r�oðxÞ= k r�oðxÞ k . If we replace
our current definition of � by a local average over a volume
of linear dimensions much larger than R and look for the
long-time dynamics of this redefined density, by applying
homogenization techniques, we expect to recover a diffu-
sive behavior with a new effective diffusion, whose explicit
form depends on the statistical properties of the random
field �oðxÞ and is proportional to the square of the constant
in front of the convective term. While according to Eq. (9)
(LD approximation),Dx ! 0 as �o ! 1, Eq. (11) (i.e., the
HD approximation) indicates that in the limit of �o ! 1,
Dx ! Dx0, where Dx0 is the diffusion coefficient in the
absence of obstacles defined above. These two results
necessarily imply the existence of a minimum in the spatial
diffusion coefficient Dx as �o is increased from 0 to 1.
Moreover, this minimum has to be located at the crossover
between the LD and HD approximation, which can be
roughly estimated to occur at �c � 1=ð�R2Þ, around which
Dx � 1=½�c ��1�o�, with �1 a constant. All these find-
ings are confirmed by particle simulations as shown in
Fig. 1.
Trapping.—Equation (11) indicates that the vector field

r�oðxÞ governs the long-term dynamics at high obstacle
concentrations. In particular, the random distribution of
obstacles, together with the compressible nature of
�ðx; tÞ, may result in the spontaneous formation of active
particle sinks. These topological defects, which we refer to
as ‘‘traps,’’ are indeed observed in simulations for large
values of � (see Fig. 2). Inside traps particles form vortex-
like patterns. The average time h�Ti spent by a particle
inside a trap depends on the precise configuration of the
obstacles that form the trap. We find that the presence of
traps can lead to a genuine subdiffusive behavior, with
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particles exhibiting a mean square displacement 	2ðtÞ ¼
hx2ðtÞi that grows slower than t. To test this observation, let
us assume that particle motion can be conceived as a
random walk across a two-dimensional array of traps
such that 	2ðtÞ / nJðtÞ, where nJðtÞ represents the number
of jumps from trap to trap the random walker performs
during t. To estimate nJðtÞ, we study the distribution to
trapping times Pð�TÞ of a given trap [see Fig. 3(b)].
Subdiffusion can only occur if Pð�TÞ is asymptotically
power-law distributed and such that h�Ti grows with the
observation time To as lnðToÞ or faster [39] [see Figs. 3(b)
and 3(c)]. Within this simplified picture, the behavior of
h�Ti shown in Fig. 3(c) suggests that 	2ðtÞ / nJðtÞ �
t= lnðtÞ. By taking t ! 1, we expect 	2ðtÞ=½t= lnðtÞ� to
approach a constant value. Figure 3(a) clearly shows that
	2ðtÞ is slower than t= lnðtÞ. Arguably, this is due to the fact
that once a particle escapes from a trap, typically it per-
forms a small excursion before being reabsorbed by the
same trap.

Discussion.—The spontaneous trapping of particles
depends not only on �o but also on �, which is an intrinsic
property of the particle. This means that given the same
spatial environment, two particle types, say characterized
by �A and �B, will respond differently. We can make use of
this fact to fabricate a simple and cheap filter as indicated
in Fig. 2 (right). Notice that trapping of one of the particle
types is required to obtain this effect.

Trapping, rectification, and sorting have been reported
for a particular kind of active particles: chiral, i.e., circu-
larly moving particles [41,42]. By placing L-shaped
obstacles on a regular lattice, the motion of such particles
can be rectified [42], while elongated obstacles arranged in
flowerlike patterns can be used to selectively trap either
levogyre or dextrogyre particles [41]. For nonchiral active
particles, trapping and rectification can be achieved by
using V-shape objects. Kaiser et al. in Refs. [43,44]

showed that self-propelled rods can be trapped by placing
V-shape objects. These traps provide a geometrical con-
straint to the active particles that end up being blocked in
the V-shape devices. On the other hand, by arranging in
line V-shape objects, but with their tips open, rectification
of particle motion can be achieved [12,15]. Notice that
these V-shape objects, either with their tip closed or
opened, cannot be used to produce a filter of active parti-
cles. On the other hand, the novel trapping and sorting
mechanism reported here is generic and should apply to all
kinds of active particles, including interacting, noninter-
acting, chiral, or nonchiral active particles.
Finally, it is important to mention that genuine subdif-

fusion occurs for fixed obstacles only. For slowly diffusing
obstacles the asymptotic behavior of the active particles is
diffusive. Interestingly, trapping and subdiffusive behavior
is also observed for aligning self-propelled particles as
those studied in [34] for values of the interaction strength
significantly smaller than those associated with obstacle
avoidance (see the Supplemental Material [45]).
Our results open a new route to control active particle

systems. For instance, we believe that simple experimental
realizations of the described dynamics could be achieved
by placing phototactic organisms on arenas with distribu-
tions of bright and dark spots. Specifically, we speculate
that for Chlamydomonas Reinhardtii [46] a change of
behavior might occur by varying R between 50 and
250 m at �o � 0:3.
Numerical simulations have been performed at the

‘Mesocentre SIGAMM’ machine, hosted by Observatoire
de la Côte d’Azur. We thank F. Delarue and R. Soto for
valuable comments on the manuscript and the Fed. Doeblin
for partial financial support.
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