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2Max-Planck-Institut für Physik, Föhringer Ring 6, 80805 München, Germany
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We report on the calculation of the cross section for Higgs boson production in association with three

jets via gluon fusion, at next-to-leading-order (NLO) accuracy in QCD, in the infinite top-mass

approximation. After including the complete NLO QCD corrections, we observe a strong reduction in

the scale dependence of the result, and an increased steepness in the transverse momentum distributions of

both the Higgs boson and the leading jets. The results are obtained with the combined use of GOSAM,

SHERPA, and the MADDIPOLE-MADEVENT framework.

DOI: 10.1103/PhysRevLett.111.131801 PACS numbers: 14.80.Bn, 12.38.Bx

The latest results reported by the ATLAS and CMS
collaborations have confirmed with a higher confidence
level the existence of a new neutral boson with mass of
about 125–126 GeVand spin different from one [1,2], and
suggest that the new particle has indeed the features of a
Higgs boson, thus confirming the validity of the electro-
weak symmetry breaking mechanism. Although the evi-
dence accumulated so far is compatible with the hypothesis
that the new resonance is the Higgs particle predicted by
the Standard Model (SM) with the JP ¼ 0þ [3,4], in order
to confirm its nature, further high-precision studies on
spin, parity, coupling strengths, and branching ratios are
mandatory.

In pp collisions, the dominant Higgs production mecha-
nism proceeds via gluon fusion (GF), gg ! H, where the
coupling of the Higgs boson to the gluons is mediated by a
heavy quark loop.

Another important production channel for the Higgs
boson is vector boson fusion (VBF), since it allows a direct
measurement of the coupling of the Higgs boson to the
massive electroweak bosons [5]. The cross section in the
VBF channel is about an order of magnitude smaller than
in GF, and even after applying specific cuts, the latter
remains the main source of background for Higgs produc-
tion in VBF.

The experimental signature of this channel is character-
ized by the presence of two jets separated by a large
rapidity gap. Extra jet radiation is suppressed in VBF [6]
and it is vetoed in the experimental analysis to enhance the
signal-to-background ratio. Furthermore, the NLO compu-
tation for Higgs plus two jets in GF describes the distribu-
tions for extra jets only at LO, and the effect of a jet veto

challenges in general the validity of the numerical results,
and especially of its uncertainty. The NLO computation
of the cross section for the Higgs boson plus three jets in
GF considered here can be used to asses the effect of such
extra jet-radiation veto, and reduce the theoretical error
related to it.
The calculation of higher order corrections for the GF

production of a Higgs boson in association with jets has
received a lot of attention in the theory community over the
past decades [7–9].
The leading order (LO) contribution to the production

of a Higgs boson in association with two jets (Hjj), and
three jets (Hjjj) have been computed respectively in
Refs. [10,11], and in the recent Ref. [12]. These calcula-
tions have been performed retaining the full top-mass (mt)
dependence, and showed the validity of the large top-mass
approximation (mt ! 1) whenever the mass of the Higgs
particle and the pT of the jets are not sensibly larger than
the mass of the top quark. In this approximation, the Higgs
boson coupling to two gluons, which at LO is mediated by
a top-quark loop, becomes independent ofmt, and it can be
described by an effective operator [13], as

Leff ¼ � geff
4

H tr ðG��G
��Þ: (1)

In the MS scheme, the coefficient geff reads [14,15]

geff ¼ � �s

3�v

�
1þ 11

4�
�s

�
þOð�3

sÞ; (2)

in terms of the Higgs vacuum expectation value v, set to
v ¼ 246 GeV. The operator (1) leads to new Feynman
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rules, with vertices involving the Higgs field and up to four
gluons.

The leading order contributions to Hjjj, both for VBF
and GF (in themt ! 1 limit), have been calculated in [16].
However, while the VBF calculation is available also at
NLO [6,17], the computation of the Higgs plus three jets in
GF is still missing.

Elaborating on the techniques employed in the recent
calculation of the NLO contributions to Hjj production at
the LHC [18], in this Letter we report on the calculation of
the cross section for pp ! Hjjj in GF at NLO accuracy in
QCD, within the infinite mt approximation.

This calculation is challenging due to the complexity of
both the real-emission contributions and of the virtual
corrections, which involve more than 10 000 one-loop
Feynman diagrams with up to rank-seven hexagons.

A complete next-to-leading order calculation requires
the evaluation of virtual and real emission contributions.

For the computation of the virtual corrections we use a
code generated by the program package GOSAM [19],
which combines automated diagram generation and alge-
braic manipulation [20–23] with integrand-level reduction
techniques [24–30].

In order to deal with the complexity level of the consid-
ered calculation, the GOSAM code has been enhanced. On
the one side, the generation algorithm has been improved
by a more efficient diagrammatic layout: Feynman dia-
grams are grouped according to their topologies, namely,
global numerators are constructed by combining diagrams
that have a common set, or subset, of denominators, irre-
spectively of the specific particle content. On the other
side, additional improvements in the performances of
GOSAM have been achieved by exploiting the optimized

manipulation of polynomial expressions available in
FORM 4.0 [31]. The new developments of GOSAM, regarding

the improved generation and reduction algorithms, will be
properly discussed in a dedicated communication.
Within the GOSAM framework the virtual corrections

are evaluated using the d-dimensional integrand-level
decomposition implemented in the SAMURAI library
[32,33], which allows for the combined determination of
both cut-constructible and rational terms at once.
Alternatively, a tensorial decomposition [34,35] via
GOLEM95 is used as a rescue system. After the reduction,

all relevant master integrals are computed by means of
QCDLOOP [36,37], ONELOOP [38], or GOLEM95C [39].

The basic partonic processes contributing to Hjjj pro-
duction are listed in Table I, together with the correspond-
ing number of Feynman diagrams and the approximate
computing time per phase-space point after summing
over color and helicities. Representative one-loop dia-
grams are depicted in Fig. 1.
The ultraviolet, the infrared, and the collinear singular-

ities are regularized using dimensional reduction.

TABLE I. Number of Feynman diagrams and computing time
per phase-space point for each subprocess, on a Intel i7 960
(3.20 GHz) CPU. The code is compiled with the Intel fortran
compiler ifort (with optimization O2).

Subprocess Diagrams Time/PS-point [sec]

q �q ! Hq0 �q0g 467 0.29

q �q ! Hq �qg 868 0.60

gg ! Hq �qg 2519 3.9

gg ! Hggg 9325 20

FIG. 1. Sample hexagon diagrams which enter in the six-
parton one-loop amplitudes for q �q ! Hq �qg and gg ! Hggg.
The dot represents the effective ggH vertex.
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FIG. 2 (color online). Scale dependence of the total cross
section at LO and NLO.

FIG. 3 (color online). Transverse momentum (pT) distribu-
tions for the first, second, and third leading jet.
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Ultraviolet divergences have been renormalized in the MS
scheme. In the case of LO (NLO) contributions we
describe the running of the strong coupling constant with
one-loop (two-loop) accuracy.

The effectiveHgg coupling leads to integrands that may
exhibit numerators with rank larger than the number of the
denominators. In general, for these cases, the parametriza-
tion of the residues at the multiple cut has to be extended
and, as a consequence, the decomposition of any one-loop
amplitude acquires new master integrals [29]. The
extended integrand decomposition has been implemented
in the SAMURAI library.

Remarkably, for the processes at hand, it has been
proven that the higher-rank terms are proportional to the
loop momentum squared, which simplifies against a
denominator, hence generating lower-point integrands
where the rank is again equal to the number of denomi-
nators [18]. Consequently, the coefficients of the new
master integrals have to vanish identically, as explicitly
verified. The available options in GOSAM for the algebraic
manipulation of the integrands allow for the automatic
computation of the virtual corrections in two different
ways. In the first approach, GOSAM decomposes the four-
dimensional part of the numerators using the extended-
rank decomposition, and adds the analytic results of the

rational terms (generated from the extra-dimensional part).
In the second approach, the regular decomposition of
SAMURAI, without the higher rank extension, is employed

on the whole d-dimensional integrands. We checked that
both approaches provide identical answers. In the follow-
ing, we adopt the second strategy, which proved to be
numerically more efficient.
The double and the single poles conform to the universal

singular behavior of dimensionally regulated one-loop
amplitudes [40]. We also checked that our results fulfill
gauge invariance: when substituting the polarization vec-
tors of one or more gluons with the corresponding
momenta, the result for the amplitudes, after summing
over all diagrams, are indeed vanishing. Additional infor-
mation about the virtual contributions can be found in the
Appendix.
Results for the cross section are obtained with a hybrid

setup which combines the features of two different
Monte Carlo (MC) tools. For the generation and integration
of the Born and of the virtual contributions, we used an
automated framework for fixed order NLO QCD calcula-
tions, based on the interplay of GOSAM and SHERPA [41],
where the tree-level matrix elements are obtained with the
AMEGIC [42] library. The integration is carried out by

generating Oð106Þ events, sampled on a MC grid trained
on the Born matrix element, and weighted with the sum of
the Born and the virtual amplitudes.
For the integration of the real-radiation terms, the

dipole-subtraction terms, and the integrated dipoles, we
employ a combination of MADGRAPH [43,44] (matrix
elements), MADDIPOLE [45,46] (subtraction terms), and
MADEVENT [47] (numerical integration). We verified the

independence of our result under the variation of the
so-called � parameter that fixes the amount of subtractions
around the divergences of the real corrections.
We first proved the consistency of our hybrid MC inte-

gration on pp ! Hjj, verifying that the full cross section
at NLO agrees with the corresponding result for the inte-
gration of both the virtual and the real corrections obtained
by the interplay of SHERPA and GOSAM alone. Moreover, for
the process under consideration, namely, pp ! Hjjj, we
found excellent agreement between MADGRAPH and
SHERPA for the LO cross section.

In the following, we present results for the integrated
cross section of Higgs boson plus three jets production at

FIG. 4 (color online). Transverse momentum (pT) distribu-
tions for the Higgs boson.

TABLE II. Benchmark phase space point for Higgs plus three jets production. Particles are ordered as in Table I.

Particle E px py pz

p1 250.000 000 000 000 00 0.000 000 000 000 000 0 0.000 000 000 000 000 0 250.000 000 000 000 00

p2 250.000 000 000 000 00 0.000 000 000 000 000 0 0.000 000 000 000 000 0 �250:000 000 000 000 00

p3 131.068 966 558 232 09 27.707 264 814 722 667 �13:235 482 900 394 146 24.722 529 472 591 685

p4 164.744 201 405 974 25 �129:375 840 986 751 83 �79:219 260 486 951 597 �64:240 582 451 932 028

p5 117.029 536 327 738 03 54.480 516 624 273 569 97.990 504 664 150 677 �33:550 658 370 629 378

p6 87.157 295 708 055 642 47.188 059 547 755 266 �5:535 761 276 804 790 6 73.068 711 349 969 661
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the LHC, for a center-of-mass energy of 8 TeV. The mass
of the Higgs boson is set to mH ¼ 125 GeV.

Jets are clustered using the anti-kt algorithm imple-
mented in FASTJET [48–50] with radius R ¼ 0:5 and a
minimum transverse momentum of pT;jet > 20 GeV and

pseudorapidity j�j< 4:0. The LO cross section is com-
puted with the LO parton-distribution functions cteq6L1,
whereas at NLO we use cteq6mE [51].

Everywhere, but in the effective coupling of the Higgs to
the gluons, the renormalization and factorization scales are
set to

�F ¼ �R ¼ ĤT

2
¼ 1

2

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

H þ p2
T;H

q
þX

i

jpT;ij
�
; (3)

where the sum runs over the final state jets. The strong
coupling is therefore evaluated at different scales accord-

ing to �5
s ! �2

sðmHÞ�3
sðĤT=2Þ. The theoretical uncertain-

ties are estimated by varying the scales by factors of 0.5
and 2.0, respectively. In the effective coupling the scale is
kept at mH. Within this setup we obtain the following total
cross section at LO and NLO:

�LO½pb� ¼ 0:962þ0:51
�0:31; �NLO½pb� ¼ 1:18þ0:01

�0:22:

The scale dependence of the total cross section, depicted in
Fig. 2, is strongly reduced by the inclusion of the NLO
contributions.

In Figs. 3 and 4, we show the pT distributions of the
three jets and of the Higgs boson, respectively. The NLO
corrections enhance all distributions for pT values lower
than 150–200 GeV, whereas their contribution is negative
at higher pT . This behavior is explicitly shown in the lower
part of Fig. 4 for the case of the Higgs boson.

This study also shows that the virtual contributions for
pp ! Hjjj generated by GOSAM can be successfully
paired with available Monte Carlo programs to aim at
further phenomenological analyses.

We thank Thomas Hahn and Gudrun Heinrich for dis-
cussions and comments on the manuscript, and Marek
Schönherr for assistance with the usage of SHERPA. The
work of G. C. was supported by DFG SFB-TR-9 and the
EU TMR Network LHCPHENOnet. The work of H. v. D.,
G. L., P.M., and T. P. was supported by the Alexander von
Humboldt Foundation, in the framework of the Sofja
Kovaleskaja Award, endowed by the German Federal
Ministry of Education and Research. G.O. was supported

in part by the National Science Foundation under Grant
No. PHY-1068550. F. T. acknowledges partial support by
MIUR under Project No. 2010YJ2NYW. G.C. and G.O.
wish to acknowledge the kind hospitality of the Max-
Planck-Institut für Physik in Munich at several stages
during the completion of this project. This research used
computing resources from the Rechenzentrum Garching
and the New York City College of Technology.

Results for the virtual contributions

The numerical values of the one-loop subamplitudes,
defined as

2RefMtree�level�Mone�loopg
ð�s=2�ÞjMtree�levelj2 � a�2

�2
þ a�1

�
þ a0; (A1)

and evaluated at the nonexceptional phase space point
given in Table II, are collected in Table III. The values of
the double and the single poles conform to the universal
singular behavior of dimensionally regulated one-loop
amplitudes [40]. The precision of the finite parts is esti-
mated by reevaluating the amplitudes for a set of momenta
rotated by an arbitrary angle about the axis of collision.
In Fig. 5, we present the results for the finite part a0 of

the virtual matrix elements for the various subprocesses
calculated along a certain one-dimensional curve in the
space of final state momenta. Starting from the phase space
point in Table II, in which the initial partons lie along the z
axis, we generate new configurations by rotating the final
state momenta by an angle � 2 ½0; 2�� about the y axis.

TABLE III. Numerical results for the four subprocesses listed in Table I evaluated at the phase space point of Table II. The accuracy
of the result is indicated by the underlined digits.

gg ! Hggg gg ! Hq �qg q �q ! Hq �qg q �q ! Hq0 �q0g

a0 41:228 787 667 416 85 48:684 241 349 894 78 69:323 511 404 746 95 15:792 627 671 779 15
a�1 �47:167 154 191 326 59 �36:082 777 280 772 28 �29:988 629 329 636 59 �32:353 205 870 739 68
a�2 �14:999 999 999 999 91 �11:666 666 666 666 83 �8:333 333 333 333 339 �8:333 333 333 333 398

FIG. 5 (color online). Finite-term a0 of the virtual matrix
elements for q �q ! Hq0 �q0g (green), q �q ! Hq �qg (blue), gg !
Hq �qg (orange), gg ! Hggg (red).
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