
Breakup of a Transient Wetting Layer in Polymer Blend Thin Films:
Unification with 1D Phase Equilibria

Sam Coveney and Nigel Clarke

Department of Physics and Astronomy, University of Sheffield,
Hicks Building, Hounsfield Road, Sheffield S3 7RH, United Kingdom

(Received 3 July 2013; published 20 September 2013)

We show that lateral phase separation in polymer blend thin films can proceed via the formation of a

transient wetting layer which breaks up to give a laterally segregated film. We show that the growth of

lateral inhomogeneities at the walls in turn causes the distortion of the interface in the transient wetting

layer. By addressing the 1D phase equilibria of a polymer blend thin film confined between selectively

attracting walls, we show that the breakup of a transient wetting layer is due to wall-blend interactions;

there are multiple values of the volume fraction at the walls which solve equilibrium boundary conditions.

This mechanism of lateral phase separation should be general.
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The ability to control the final morphology of polymer
blend thin films is very important to the development of
organic electronic devices such as organic or polymer light
emitting diodes and photovoltaic films, since device mor-
phology is linked heavily to performance. Lateral phase
separation of polymer blend thin films is of particular
interest, with several dynamical pathways having been
identified, including initial phase separation at the surface
of a spin-cast film which advances downwards as solvent is
removed [1], and the initial formation of a transient wetting
layer (bilayer) which subsequently breaks up [2]. The
distinction between the layered morphology of vertical
phase separation (one phase in contact with a surface)
and the nonwet morphology of lateral phase separation
(both phases in contact with a surface) was recognized in
early numerical studies of binary blends [3]. The vertical
layering of phases was realized both experimentally [4]
and computationally [5,6], even in the nonwet regime
[7,8]. Experiments later revealed that vertical layers can
break up as lateral structures appear at a surface [9]. At
present neither the dynamics of lateral phase separation nor
the mechanisms driving the dynamics are well understood,
in contrast to vertical phase separation. This Letter identi-
fies and explains the dynamics of lateral phase separation
via a transient wetting layer.

In this Letter, using simulations of a polymer blend film
confined between selectively attracting walls, we show
that, below the wetting temperature, the film first adopts
a bilayer state, corresponding to a transient wetting layer,
which then breaks up leading to a laterally segregated film.
A more detailed analysis [10] shows that the phase
equilibria of 2D polymer blend thin films are simply the
1D phase equilibria calculated in the dimension perpen-
dicular to the confining walls only, the coexisting phases of
the laterally segregated state existing under a chemical
potential which cannot be predicted from a 1D considera-
tion. With this in mind, we use simulation results and

Hamiltonian phase portraits of the 1D phase equilibria
[11,12] to demonstrate that wall-blend interactions control
the dynamics of lateral phase separation via the breakup of
a transient wetting layer.
A 1D description of an incompressible binary polymer

blend (components A and B) confined between selectively
attracting walls, using a Flory–Huggins–de Gennes free
energy functional F supplemented with surface energy
terms f that depend on the local volume fraction at the
surface, is well established [13–16]. We denote the volume
fraction of A by �. Phase equilibria are the film profiles
�ðzÞ with constant chemical potential �, i.e.,

�F ½�ðzÞ�
��ðzÞ ¼ �; (1)

which also satisfy a boundary condition at each confining
wall, located at z ¼ 0 and z ¼ d. Using subscripts 0 and d
to denote the walls, the boundary conditions are

þ2�ð�0Þrz�j0 ¼ þ @f0
@�0

� þh0 þ g0�0; (2)

þ2�ð�dÞrz�jd ¼ � @fd
@�d

� �hd � gd�d; (3)

where h0;d and g0;d are phenomenological parameters, �0

and �d are the volume fractions at z ¼ 0 and z ¼ d,
respectively, and �ð�Þ ¼ a2=36�ð1��Þ. a is the under-
lying Flory-Huggins lattice spacing. Composition profiles
existing independently (not in coexistence) must conserve
the material/average blend ratio ��, which is enforced via
correct choice of chemical potential (Lagrange multiplier)
when solving for an equilibrium profile �ðzÞ.
We performed 2D simulations of a symmetric polymer

blend (average composition �� ¼ 1=2) confined between
selectively attracting walls. We obtained for our discretized
diffusion equation
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(4)

where i, j represent the coordinates (z, y), such that �ij is

the volume fraction of component A at a given site ij.�z is
the mesh spacing (a square simulation mesh �y ¼ �z has
been used), such that depth d ¼ D�z. We have used the
contraction �ij � �ð�ijÞ and represented the Kronecker

delta function by �iS: �iSði ¼ SÞ ¼ 1, �iSði � SÞ ¼ 0
(the index S refers to the walls, i.e., S ¼ 0 or S ¼ D).
In Eq. (4), periodic boundary conditions have been applied
in the lateral dimension y, and we have normalized the
surface energies by the mesh spacing �z [17,18]. Space

and time have been scaled by z0 ¼ j�� �Sj1=2z=a and
� ¼ NMj�� �Sj2t=a2, respectively, where the mobility
M is constant for simplicity, N is the degree of polymer-
ization, and � is the Flory-Huggins interaction parameter.
�S and �C are the values of � at the spinodal and critical
points, respectively, hence, �S ¼ �C for a symmetric
blend. Details of the derivation of our diffusion equation
(4) and its numerical implementation will be given in a
forthcoming publication [10].

For easy comparison with previous work [11], we use
the following parameters: N ¼ 100 (�C ¼ 0:020), a ¼ 1,
and h0 ¼ �0:05, g0 ¼ 0:18, hd ¼ gd ¼ 0 which corre-
sponds to a B-attracting wall at z ¼ 0 and a neutral wall
at z ¼ d. We discuss our results in terms of unscaled space
z (in arbitrary units implied by a film depth calculation
via the Hamiltonian method of Refs. [11,12]) and scaled
time �. Simulations were started with the film in an ap-
proximately homogeneous state �ðz; yÞ ¼ 0:5þ ��ðz; yÞ,
where ��ðz; yÞ was chosen randomly from a zero mean
Gaussian distribution of width � ¼ 0:05.

Our simulations were performed below the wetting tem-
perature (�> �W). Snapshots of the simulations for depth
d ¼ 20:1 are given in Figs. 1 and 2 for � ¼ 0:026 and � ¼
0:022, respectively, the subfigures proceeding forward in
time from top to bottom (simulation animations are avail-
able online [19]). Figures 3 and 4 show 1D phase equilibria
of depth 20.1, for � ¼ 0:026 and � ¼ 0:022, respectively,
calculated using a Hamiltonian phase portrait method
[11,12]. In Hamiltonian phase space, the (satisfied) bound-
ary conditions Eqs. (2) and (3) are represented by straight
lines. Phase portraits consist of the flow of coordinates (�,
2�r�) which minimize the bulk free energy functional F
of the system. The solution trajectories are those parts of

the phase portraits which flow between the wall boundary
conditions. The phase portraits are altered by a Lagrange
multiplier, in this case a chemical potential. Suitable
choice of the Lagrange multiplier � gives a trajectory for
phase equilibria �ðzÞ with depth d and average composi-
tion ��. The phase portraits themselves provide significant
insight, as the evolution of trajectories can be tracked
graphically as depth, temperature, and wall interaction
parameters change. In a forthcoming publication, we
show that the calculated 1D phase equilibria precisely
describe both the bilayer state and the laterally coexisting
states from the simulations [10].
Figures 1 and 2 show that the film first develops a

transient wetting layer corresponding to a B-rich (A-rich)
phase coating the B-attracting (neutral) wall, respectively.
Figures 3(a) and 4(a) show the trajectories of the lowest
energy independently existing states, calculated using a
chemical potential which assured material conservation
�� ¼ 1=2 in each case. The chemical potential obtained
from simulations with no lateral inhomogeneities (no ini-
tial noise) and from 1D calculations of the equilibria are in
perfect agreement [10], showing that this transient wetting
layer is the bilayer corresponding to metastable equilib-
rium. This bilayer state is metastable with respect to a
laterally segregated state [11]. In Figs. 1 and 2, there are
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FIG. 1 (color online). � ¼ 0:026 and d ¼ 20:1, using �z ¼
0:50 and �� ¼ 1� 10�5. Top: metastable bilayer state (� ¼
500) with distortions in the interface corresponding to lateral
inhomogeneities at the walls; Center: breakup of the interface in
the bilayer state as a column of B-rich material reaches the z ¼ d
wall (� ¼ 1665); Bottom: stable laterally segregated state of
coexisting phases (� ¼ 3655). (Simulation animation available
online [19].)
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small distortions of the interface in the bilayer arising from
initial noise, but these distortions are invariably paired with
lateral inhomogeneities at the walls.

Figures 1 and 2 also show that, as time proceeds, the
interface in the bilayer becomes heavily distorted. Figure 1
shows a moment prior to interface breakup as a column of
B-rich material reaches the neutral wall, and Fig. 2 shows
merging lateral phases after the interface has broken up.
We note that the average chemical potential remains nearly
unchanged from that of the metastable bilayer state (with
small distortions from initial noise) up until the interface
begins to visibly break up. It can be seen that points where
the interface touches down on the walls (Fig. 1) and points
from where the lateral phases then develop (Fig. 2) are
exactly the same points where the initial lateral variations
at the walls took place. This strongly suggests that the
inhomogeneities at the walls are responsible for the
increasing distortion of the interface.

The bottom snapshots of Figs. 1 and 2 show the laterally
segregated state corresponding to global equilibrium (the
technicality that ‘‘true’’ global equilibrium corresponds to
a single A-rich phase and a single B-rich phase is of little
practical relevance). It is clear that the initial variations in
� at the walls have determined precisely where the lateral
phases have formed. Parts (b)–(c) of Figs. 3 and 4 are
trajectories for the lowest free energy laterally coexisting

states. The chemical potential required for these calcula-
tions was obtained from the simulations when global
equilibrium was reached. The resulting calculated 1D
phase equilibria match the cores of the lateral phases
from the simulation exactly [10]; hence, the 1D phase
equilibria determine the behavior of the 2D system
entirely, although a 1D approach does not yield the
chemical potential required to sustain an interface between
coexisting phases.
Since the phase equilibria resulting from simulations are

in fact the 1D phase equilibria given in the phase portraits of
Figs. 3 and 4, the mechanism of lateral phase separation via
an instability in a transient wetting layer can now be seen in
a new light. The bilayer state is unstable with respect to the
laterally segregated state, since it has a higher free energy
[11,12]. The dynamics of the breakup of the bilayer can
now be addressed with reference to the phase portraits. The
fact that distortions of the interface always correspond to
variations in � at the walls is nontrivial. Since the laterally
coexisting phases formed where these variations at the
walls began, and since the walls can, in fact, be the only
mechanism driving interface distortion in the bilayer in our
simulations, we argue that the breakup of the interface is a
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FIG. 2 (color online). � ¼ 0:022 and d ¼ 20:1, using �z ¼
0:56 and �� ¼ 0:25� 10�5. Top: late stages of metastable
bilayer state with visible change of the volume fraction � at
the z ¼ d wall (� ¼ 1000); Center: merging of adjacent A-rich
lateral phases at around y � 50 and y � 300 to reduce interfacial
energy (� ¼ 1800); Bottom: stable laterally segregated state of
coexisting phases (� ¼ 4756). (Simulation animation available
online [19].)
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FIG. 3 (color online). 1D phase portraits for � ¼ 0:026 and
d ¼ 20:1. The profile trajectories flow between the boundary
conditions (BCs) set by the walls. (a) Metastable bilayer state
(� ¼ �0:000 119); (b) A-rich lateral phase (� ¼ �sim ¼
0:000 497); (c) B-rich lateral phase (� ¼ �sim ¼ 0:000 497).
The crosses �d of all three flows with the z ¼ d BC are very
different. The crosses �0 of the bilayer and B-rich flows with the
z ¼ 0 BC are quite similar, but distinct from the cross �0 of the
A-rich flow.
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result of wall-blend interactions, in particular additional
solutions to the boundary conditions Eqs. (2) and (3).

For � ¼ 0:022, Fig. 4 shows that the trajectory of the
metastable bilayer passes through only one cross of the
boundary conditions with the Hamiltonian flow for each
confining wall, and the A-rich and B-rich phases of the
laterally segregated state pass through these same crosses
(we have verified, for � ¼ 0:023, that the boundary con-
ditions that metastable equilibria trajectories pass through
do not necessarily determine which boundary conditions
the coexisting equilibria can satisfy). As such, there is little
variation of �0 compared to �d for the A-rich and B-rich
solutions, which is why the z ¼ d wall contributes signifi-
cantly more to the breakup of the interface in Fig. 2 than
the z ¼ 0 wall. The A-rich lateral phases appear to grow
from the z ¼ d wall (the zero ‘‘bare’’ surface energy does
not mean that the presence of a surface does not contribute
to lateral phase separation dynamics).

For � ¼ 0:026, Fig. 3 shows that the metastable solution
passes through two solutions for Eqs. (2) and (3). �0 and
�d of the A-rich and B-rich phases differ much more from
their values for the metastable state than in the case of � ¼
0:022. This is especially true of �0 for the A-rich phase.
Figure 1 shows that the breakup of the interface is due to

significant variations in � at both confining walls, the
largest variations in �0 of the bilayer being precisely
where the columns of A-rich phase form. This is expected
from inspection of Fig. 3, which shows that �0 of the
bilayer and B-rich phase are rather similar, but �0 of
the A-rich phase is significantly different from both.
Thus, the phase portraits offer practical insight into the
dynamics of the breakup of the transient wetting layer.
Since our simulations did not include the presence of

solvent, it is clear that solvent concentration gradients are
not required for an instability of a transient wetting layer to
exist below the wetting temperature. However, we suggest
that solvent gradients caused by solvent evaporation may
assist in several ways: (i) fast solvent evaporation provides
lateral inhomogeneities in the transient wetting layer,
which provide a kinetic route to the laterally segregated
state that is often not reached (the breakup of the bilayer in
our simulations and frozen out-of-equilibrium states found
in experiments [20] show strong resemblances); (ii) the
evaporation (and therefore reduction) of solvent at a sur-
face allows phase separation to take place at that surface,
via the same mechanism of wall-blend interactions pre-
sented here, which then proceeds into the film [21], the
solvent in the bulk of the film providing increased misci-
bility and, therefore, preventing a bilayer from initially
forming (the phase equilibria of a polymer-polymer-solvent
film are of the same nature as those of a polymer-polymer
film [22]); and (iii) overall reduction of solvent causes
phase separation due to increased immiscibility of the
blend and, therefore, phase separation occurs, the stages
of which appear to proceed as in our simulations with high,
medium, or low solvent concentrations corresponding to a
bilayer, a bilayer with a distorted interface, or a laterally
segregated state, respectively, [23].
Below the wetting temperature, the transient wetting

layer which first forms, due to preferential attraction by
the confining walls, breaks up because it is metastable with
respect to a laterally segregated state. The transient wetting
layer and laterally coexisting phases are in fact the lowest
free energy 1D phase equilibria found in the dimension
perpendicular to the confining walls. The intrinsic insta-
bility of the transient wetting layer (bilayer) is not to be
confused with an instability of the interface between the
vertically segregated phases of the bilayer. We conclude
that wall-blend interactions drive the dynamics to the
laterally segregated state by causing lateral inhomogene-
ities at the walls to grow, thereby distorting the interface in
the bilayer until the bilayer breaks up into laterally coex-
isting phases. Ternary polymer-polymer-solvent blends
should display the same mechanism.
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