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We show how high-order harmonic generation spectroscopy can be used to follow correlation-driven

electron hole dynamics with attosecond time resolution. The technique is applicable both to normal Auger

transitions and to electron hole migration processes that do not lead to secondary electron emission. We

theoretically simulate the proposed spectroscopy for M4;5NN Auger decay in Kr and for correlation-

driven inner-valence hole dynamics in trans-butadiene and propanal.
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Time resolving ultrafast hole dynamics induced by pho-
toionization and driven by electron correlation is among
the key objectives of attosecond spectroscopy. If the energy
of the formed hole state is above the double ionization
threshold, it decays (typically exponentially) by the Auger
mechanism [1], i.e., by emission of a secondary electron.
This decay can be resolved by attosecond streaking spec-
troscopy whereby the Auger electron is accelerated by an
IR field as it appears in the continuum [2]. Hole dynamics
becomes richer if the ionized state lies below the double
ionization threshold [3]. Then, the single-hole (1h) con-
figuration can still decay due to strong coupling to the
bound two-hole–one-particle (2h-1p) configurations [4].
Qualitatively, this decay can be understood as an Auger-
type transition into bound (e.g., Rydberg) states instead of
the continuum. In contrast to the Auger decay, such bound-
bound transitions lead to nonmonotonic evolution of the
electron density and are not accompanied by secondary
electron emission [3]. Such processes cannot be resolved
by attosecond streaking, and have not been observed
experimentally thus far. Here we propose a technique for
resolving both these and normal Auger dynamics with
attosecond to femtosecond resolution.

Our technique is based on the detection of high-order
harmonic generation (HHG) radiation produced by a com-
bination of an extreme ultraviolet (XUV) pulse and an IR
field. The scheme is illustrated in Fig. 1 for the case of
Auger decay. The XUV core ionization occurs in the
presence of the IR field, with the controlled delay between
the XUVenvelope and IR oscillations. The photoelectron is
accelerated by the IR field and is returned by it to the parent
ion, where it can recombine. Recombination results in
XUV-initiated high harmonic generation (XIHHG) [5–7]
and probes the presence of the hole. If the initial hole is still
present, recombination brings the system back to its origi-
nal state and generates coherent emission in the medium. If
the single hole has decayed into a 2h-1p configuration
(here continuum), one particle recombination into the
original state is not possible and the coherent emission is
suppressed. Mathematically, the intensity of the emitted

light is proportional to the survival probability of the initial
hole at the time recombination. The time delay between
ionization and recombination is mapped onto the energy of
the returning electron and, hence, on the energy of the
emitted photon [8], while the hole dynamics are mapped
onto the emitted harmonic intensity. The scheme is remi-
niscent of the probing attosecond dynamics via chirp
encoded recollision (PACER) technique developed for
tracking nuclear dynamics [9,10]. Unlike PACER, the
reconstruction cannot benefit from isotopic substitution
and relies on a completely different physical principle, as
shown below. Other pertinent previous work includes HHG
spectroscopy of hole dynamics in outer valence shells [11].
Realization of the proposed HHG spectroscopy requires

control over the time that the XUV-ionized electron spends
in the continuum before recombination (the excursion

FIG. 1 (color online). Schematic of the proposed technique for
the case of the normal Auger decay. The IR-driven radiative
recombination and the Auger process compete for the hole
formed by the XUV pulse. The longer the photoelectron spends
in the continuum, the less likely it is to recombine into the initial
hole and emit a high-energy photon.
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time). In the example of normal Auger decay (Fig. 1), the
HHG emission is suppressed exponentially as a function of
the excursion time. The Auger lifetime can therefore be
extracted from the measured variation in the HHG signal
for a series of excursion times. Control over the excursion
time is possible by changing a number of the field parame-
ters, e.g., IR carrier frequency or intensity. The best prac-
tical implementation, we believe, is achieved by varying
the temporal position of the ionizing attosecond XUV
pulse within an optical cycle of the IR field. In this case,
it is possible to tune the excursion time continuously while
keeping the energy of the returning electron and hence the
harmonic frequency approximately constant.

Figure 2 shows the energy of the returning electron as a
function of the electron excursion time and the phase delay
of the attosecond XUV pulse relative to the oscillations of
the IR field. Positive phase delay �X corresponds to the
XUV arriving after the peak of the IR oscillation. The
results are obtained by classical simulation assuming that
the XUV pulse is much shorter than the IR quarter cycle
and limiting ionization times to the peak of the XUV. The
electron trajectories are launched with a broad distribution
of initial velocities at the origin and propagated classically,
taking into account only the IR field. For mid-IR wave-
lengths with large electron excursion amplitudes, this is an
adequate approximation. As in the regular HHG process,
for each �X and sufficiently high energy, there are two
classical electron trajectories returning with the same
energy, the short and the long one. Here we focus on the
cutoff region which is associated with a single trajectory,
see circles in Fig. 2. The advantage of choosing the cutoff
energy is that the emitted photon @� ’ 3:2Up þ Ip;� is

well separated in energy from the emission associated with
recombination to holes in the outer valence orbitals. As one
can see from Fig. 2, by varying �X it is possible to change
the excursion time corresponding to the cutoff harmonic
within the range of about half optical cycle of the IR field.
This defines the time window over which one can recon-
struct the hole dynamics using the HHG spectroscopy.
Mathematically, our approach can be described using

the integral form of the time-dependent Schrödinger equa-
tion [12], which yields for the induced dipole (atomic units
are used throughout)

DðtÞ ¼ �i
Z t

dt0hgjÛy
0 ðt; tinÞd̂ Ûðt; t0ÞV̂XÛ0ðt0; tinÞjgi þ c:c:

(1)

Here, V̂X is the interaction with the XUV pulse, tin ! �1
is some initial moment of time, Û0 is the field-free propa-

gator, and Û is the full propagator for the system. The IR
field is sufficiently weak, so that the XUV pulse dominates
ionization, especially from the inner shells. On the other
hand, interaction with the IR field dominates the contin-
uum electron dynamics.
Once VX transfers an electron to the continuum, it

creates a range of ionic states. After ionization, we

approximate the full propagator Ûðt; t0Þ into the part that
acts on the ion and the part that acts on the continuum

electron, Ûðt; t0Þ � Ûionðt; t0ÞÛcðt; t0Þ. The XUV ionization
and recombination steps can be described by accurate
matrix elements, but the continuum evolution between
ionization and recombination is approximated by including
the IR laser field but neglecting the core potential. Our
approximation is similar to the quantitative rescattering
theory (QRS) of strong-field ionization in IR fields [13].
Its applicability to XUV ionization in the IR field and the
importance of the Coulomb-laser coupling [14] have been
analyzed in Ref. [15].
Application of the continuum propagator to a state char-

acterized by the asymptotic drift momentum p yields

Ûcðt; t0ÞjpþAðt0Þi ¼ e�iSðt;t0;pÞjpþAðtÞi; (2)

where Sðt; t0Þ ¼ R
t
t0 dt

00½pþAðt00Þ�2=2 is the classical

action and AðtÞ is defined as FIRðtÞ ¼ �@A=@t. Let us
denote the hole state of interest j�i, characterized by the
energy E�. The ionization potential associated with creat-

ing this hole is Ip;�¼E��Eg, where Eg is the energy of the

ground state. It is a nonstationary state, and its evolution is

Ûionðt; t0Þj�i ¼ e�iE�ðt�t0Þj�ðt� t0Þi: (3)

After substituting Eqs. (2) and (3) into Eq. (1) and using the
saddle point method as in Ref. [16] one finds the contribu-
tion to the dipole moment associated with the creation and
dynamics of hole state j�i,

FIG. 2 (color online). Shows the classically calculated recom-
bination energy of the electron in the units of ponderomotive
potential (Up) as a function of the position of the XUV pulse

within the IR optical cycle (�X) and the classical excursion time
�. Positive �X corresponds to the XUVarriving after the peak of
the IR oscillation. The full lines show contours of equal recom-
bination energy. The circles indicate the position of the classical
cut-off for each XUV position.
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D�ðtÞ ¼ i
Z t

dt0
�

2�

iðt� t0Þ
�
3=2hgjd̂j�ðt� t0Þ;pst

�AðtÞie�iIp;�ðt�t0Þ�iSðt;t0;pstÞFXðt0 � t0Þ
� d�ðpst �Aðt0ÞÞþ c:c:; (4)

where d�ðvÞ � h�; vjd̂jgi is the ionization dipole associ-

ated with the hole state j�i, and pst is the drift (canonical)
momentum of the continuum electron that ensures the
electron return to the parent ion,

R
t
t0 ½pst þAðt00Þ�dt00 ¼ 0.

The XUV pulse centered at t0 is FXðt� t0Þ¼FXfðt� t0Þ�
exp½�i�Xðt� t0Þ�, fðtÞ is the pulse envelope and �X the
carrier frequency.

We now need to evaluate the recombination dipole

hgjd̂j�ðt� t0Þi;pst þAðtÞi. The time evolved hole state
can be written as j�ð�Þi ¼ að�Þj�i þ jc ð�Þi, where � ¼
t� t0, að�Þ ¼ h�j�ð�Þi is the survival amplitude of the
single-hole state and jc ð�Þi is orthogonal to j�i and rep-
resents all other possible configurations. When these are
dominated by continuum 2h-1p configurations (in the case
of the Auger decay), or by bound 2h-1p configurations
(as in the case of molecular orbital breakdown), the single-

particle recombination matrix element hgjd̂jc ðtÞ; vi is
approximately zero. Thus, the coherent emission to the
original core-hole state is described by the dipole

D�ðtÞ � i
Z t

dt0aðt� t0Þd�
�ðvstðtÞÞd�ðvstðt0ÞÞ

�
�

2�

iðt� t0Þ
�
3=2

e�iIp;�ðt�t0Þ�iSðpst;t;t
0Þ

� FXðt0 � t0Þ þ c:c:; (5)

where vstðtÞ ¼ pst þAðtÞ. The Fourier transform of this
expression yields D�ð�Þ and the harmonic spectrum is

given by Ið�Þ / �4jD�ð�Þj2.
Our goal is to reconstruct jaðt� t0Þj2. First, we show a

proof-of-principle demonstration, which assumes that both
the photoionization and the photorecombination matrix
elements are known. We approximate the matrix elements
using plane-wave continuum and the Hartree-Fock orbital
for the initial hole state. This approximation has no bearing
on our ability to reconstruct the hole dynamics expressed
by jaðt� t0Þj2, any form of the transition dipole can be
used in Eq. (5) to simulate the reconstruction process.

Since the XUV pulse is short, for each emission fre-
quency � we use the time-energy mapping in Fig. 2 to
relate � to � ¼ t� t0. If the matrix elements are known
and the XUV pulse is well characterized, then by monitor-
ing how the intensity of the cutoff varies with the position
of the XUV pulse we can extract að�Þ by normalizing the
‘‘observed’’ spectrum Eq. (5) to the theoretical spectrum
where að�Þ ¼ 1. In practice, this approach would require
one to use a reference spectrum obtained for a system with
well characterized ionization and recombination, and with
the hole that has similar ionization potential but does not
decay. For our example of ionization from the 3Ag inner

valence molecular orbital of 1,3-trans-butadiene, with the
binding energy of 29.6 eV, such experimental reference
could be the 3s hole in argon with binding energy of
29.2 eV.
Let us first apply our method to the exponential dynam-

ics of theM4;5NN Auger decay in Kr. Its lifetime has been

measured both by attosecond streaking [2] and Auger
electron spectroscopy[17] and is 7:48� 0:35 fs. We first
perform the reconstruction assuming a 2700 nm IR field
and an XUV pulse with a carrier frequency of �XUV ¼
93 eV and a FWHM of 108 as. We then repeat the recon-
struction assuming a 1300 nm IR field and an XUV pulse
with a FWHM of 250 as. Changing the IR field allows us to
change the window of reconstruction. In both cases we
assume an intensity of 5� 1013 W=cm2. Results of recon-
structing the Auger dynamics from the spectrum obtained
using Eq. (5), normalized to the theoretical reference spec-
trum, are shown in Fig. 3. The reconstructed survival
probability curve is in good agreement with the true one,
giving the M4;5NN lifetime of 7.50 fs for the values

obtained with 2700 nm IR, i.e., within 1% of the used
value. Encouraged by this test application, we further
simulate HHG spectroscopic reconstruction of the more
complicated dynamics induced by molecular orbital
breakdown in trans-butadiene and propanal.
The survival probabilities of the 3Ag inner valence hole

in trans-butadiene and the 6A’ inner valence hole in propa-
nal were obtained using the extended second-order alge-
braic diagrammatic construction [ADC(2)x] method [18]
within the single channel sudden approximation [19]. The
single-electron Gaussian basis set [20,21] was chosen as a
correlation-consistent polarized triple-zeta basis set with
3s3p diffuse functions for trans-butadiene and as a
correlation-consistent polarized double-zeta basis set
with 2s2p diffuse functions in propanal [22].

FIG. 3 (color online). Shows true (dashed lines) and recon-
structed (solid lines) survival probabilities for Auger decay in
krypton (upper pair of curves, green) and molecular orbital break-
down dynamics in trans-butadiene (middle pair of curves, blue)
and in propanal (lower pair of curves, purple). Different features
of decay occur at different times, different IR wavelengths are
therefore used to change the window of reconstruction.
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For trans-butadiene we use the same XUV and IR field
parameters as above but with �XUV tuned to the relevant
ionization potential. Concentrating on the first and second
partial revivals, we obtain an excellent agreement between
original and reconstructed decay in trans-butadiene.

In propanal, we seek to obtain the quasiexponential
decay that occurs within the first 4 fs. We use a 1300 nm
IR frequency with intensity 5� 1013 W=cm2, and 800 nm
IR at an intensity of 8:13� 1013 W=cm2. For both wave-
lengths we use a 250 as XUV FWHM pulse. We achieve
excellent reconstruction of the quasiexponential decay for
both IR frequencies.

The above reconstruction requires significant additional
input in the form of the transition dipoles and XUV pulse
shape. However, if those are not known, we can take
further advantage of the short duration of the attosecond
XUV pulse to rewrite Eq. (5) as

D�ðtÞ�aðt� t0Þid�
�ðvstðtÞÞd�ðvstðt0ÞÞK�ðt;t0Þþc:c:; (6)

where we have approximated that aðt� t0Þ � aðt� t0Þ and
that the stationary momenta in the transition matrix ele-
ments result from ionization at t ¼ t0. Here, K�ðt; t0Þ is the
integral over the XUV pulse, semiclassical action, and the
wave packet spreading. This integral is accumulated during
the short XUV pulse and corresponds to the XUV spectral
component at the frequency @�st ¼ Ip;� þ v2stðtÞ=2. As we
change the XUV-IR phase delay �X ¼ !t0, the initial
electron velocity leading to the maximum return energy
changes sign as �X crosses �0 ’ 17:9�. Crucially, there
are values of �X on the two opposite sides of �0 that yield
almost the same cutoff frequency (see Fig. 2) for the same
initial electron energy, except that in the two cases the
electron trajectories start in opposite directions. In a me-
dium without preferential orientation, the product of the
corresponding ionization and recombination matrix ele-
ments does not depend on the direction of the initial
velocity. Thus, if we compare the cutoff intensities for
the two values of �X corresponding to the same initial
and almost the same final electron energies, the transition
matrix elements and the terms describing the XUV pulse in
Eq. (6) will approximately cancel:

Rð�X;�
0
XÞ �

��������
a½�coð�XÞ�
a½�coð�0

XÞ�
��������

2�
��������
D�ð�coÞK�ð�co0 Þ
D�ð�co0 ÞK�ð�coÞ

��������
2

:

(7)

Here, vst;coðt0Þ ¼ �vst;co0 ðt00 Þ and the co subscript indicates
that we consider the cutoff harmonic. Using this equation,
we can now retrieve the relative decay, Rð�X;�

0
XÞ without

any knowledge of the dipole transition matrix elements as
D� is our observed spectrum and K� relies solely on

knowledge of the XUV pulse. The results for Kr M4;5NN
decay, 3Ag hole dynamics in trans-butadiene and 6A0

hole dynamics in propanal are shown in Fig. 4 for

�X <�0 <�0
X. Both �X and �0

X move away from or
towards�0 in unison. This results in a changing �coð�XÞ �
�coð�0

XÞ against which the relative survival probabilities
are plotted. While the reconstruction is now not as accu-
rate, it is still quantitative within the time window for
which the approximate symmetry with respect to�0 holds.
One is clearly able to distinguish between the exponential
and the nonmonotonic decay (Fig. 4) and, assuming purely
exponential decay, extract an Auger lifetime for krypton
of 7.73 fs.
We have proposed and simulated a versatile technique

for probing the correlation driven attosecond dynamics of
electron holes in singly ionized atoms and molecules. This
new technique does not rely on observing electrons escap-
ing from the potential and is equally applicable to both
processes which lead to secondary electron emission (e.g.,
Auger decay) and to those which do not (e.g., hole migra-
tion). It relies on the time-energy mapping inherent to the
HHG process and allows one to deduce the hole dynamics
from a series of XUV-initiated HHG spectra. Depending on
the reconstruction scheme, one does or does not require
knowledge of the dipole transition matrix elements to
recover the hole dynamics. We illustrated our idea by
changing the XUV pulse position within the IR optical
cycle. The proposed HHG spectroscopy can be used for
dynamical studies of a wide range of Auger and hole
migration processes.
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