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A.M. Milinda Abeykoon,1 Emil S. Božin,1 Wei-Guo Yin,1 Genda Gu,1 John P. Hill,1

John M. Tranquada,1 and Simon J. L. Billinge1,2

1Condensed Matter Physics and Materials Science Department, Brookhaven National Laboratory, Upton, New York 11973, USA
2Department of Applied Physics and Applied Mathematics, Columbia University, New York, New York 10027, USA

(Received 31 May 2013; revised manuscript received 17 July 2013; published 30 August 2013)

The temperature evolution of structural effects associated with charge order (CO) and spin order in

La1:67Sr0:33NiO4 has been investigated using neutron powder diffraction. We report an anomalous

shrinking of the c=a lattice parameter ratio that correlates with TCO. The sign of this change can be

explained by the change in interlayer Coulomb energy between the static-stripe-ordered state and the

fluctuating-stripe-ordered state or the charge-disordered state. In addition, we identify a contribution to the

mean-square displacements of Ni and in-plane O atoms whose width correlates quite well with the size of

the pseudogap extracted from the reported optical conductivity, with a non-Debye-like component that

persists below and well above TCO. We infer that dynamic charge-stripe correlations survive to T � 2TCO.
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The phenomenology of charge and spin stripes has been
of considerable interest in a broad range of strongly corre-
lated electron systems [1–6], and in particular with regard
to the problem of high-temperature superconductivity
in cuprates [7–9]. Although static charge-stripe-order
(CO) and spin-order (SO) have been detected by diffraction
techniques only in select cuprate materials [10–12], stripe-
like modulations of electronic states have been detected
at the surface of cleavable cuprates by scanning tunneling
spectroscopy [13–15], and a new type of charge correlation
has recently been identified in YBa2Cu3O6þx [16–20].
When static charge-stripe order occurs in La2�xBaxCuO4

[21], it competes with Josephson coupling between the
superconducting layers [22–25]. Dynamic stripes may have
a broader relevance to superconductivity in the cuprates
[26]; however, there is not yet any direct, incontrovertible
evidence for dynamic charge stripes in cuprates.

La2�xSrxNiO4 has served as a model system for study-
ing stripe order [27]. Charge-stripe order can occur at
relatively high temperatures, reaching a maximum of
TCO ¼ 240 K at x ¼ 1=3 [28,29]. While the stripe order
is more classical than in the cuprates, with quantum fluc-
tuations being unimportant, there is the possibility that
dynamical stripes might exist above TCO. Inelastic neutron
scattering studies have already shown that spin-stripe cor-
relations survive above both TSO and TCO [30]. An x-ray
scattering study was able to follow critical scattering
associated with charge-stripe correlations to temperatures
slightly above TCO, but ran out of signal by TCO þ 20 K
[31]. In contrast, measurements of optical conductivity
have demonstrated the absence of a dominant Drude
peak, the signature of a conventional metallic state, to
temperatures as high as 2TCO [32]. The fact that the optical
conductivity remains peaked at finite frequency suggests
that the charge carriers are quasilocalized, which might

be the result of fluctuating charge stripes persisting at high
temperature.
In this Letter, we use neutron scattering from a

polycrystalline sample to investigate the structural
response associated with charge-stripe correlations in
La1:67Sr0:33NiO4 (LSNO). This might appear to be a sur-
prising approach, as even in the stripe-ordered state the
superlattice peaks associated with stripe order are too weak
to detect by powder diffraction. Nevertheless, we observe
distinct signatures in the temperature-dependent scattering
associated with the loss of static charge stripe order at TCO

and the gradual attenuation of fluctuating stripes at much
higher temperatures.
The La1:67Sr0:33NiO4 sample studied here was initially

prepared as a single crystal by the traveling-solvent
floating-zone method; a portion of the crystal was then
ground to powder form. Neutron diffraction measurements
on a piece of the starting crystal have confirmed that
TCO ¼ 240 K, consistent with previous work [28,29,31].
Time-of-flight neutron powder diffraction measurements
were carried out at the NPDF beam line [33] of the Los
Alamos Neutron Scattering Center at Los Alamos National
Laboratory. Data were converted to the pair distribution
function (PDF) using PDFgetN [34] and the PDF was
modeled using PDFgui [35]. Rietveld refinements were
performed using GSAS+EXPGUI [36,37]. The tetragonal
space group I4=mmm was used in the refinements [38].
More details of the experiments and data reduction may be
found in the Supplemental Material [39].
Representative Rietveld and PDF fits to the 80 K data are

shown in Fig. 1. The model fit to the data is the undistorted
tetragonal structure, which does not allow for the average
atomic displacements associated with charge ordering. The
fits are good, which indicates that any structural modifica-
tion due to the charge ordering is small, consistent with
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earlier studies [38]. No charge or spin superlattice peaks
are evident in the data; even in the best case of a nickelate
with 3D long-range order, the superlattice intensities are no
more than 10�4 relative to strong fundamental reflections
[40], which is beyond the dynamic range for powder
diffraction. While we do not detect the average atomic
displacements associated with charge ordering, the transi-
tion is revealed by a modification of the tetragonality of
the unit cell. The unit cell volume varies smoothly with
temperature, as shown in Fig. 2 by the blue circles, in
agreement with earlier studies [41]; however, the c=a ratio
exhibits a strong anomaly at TCO. This anomaly results
from a contraction in the c and an elongation in the a
directions in a way that preserves the total unit cell volume.
To the best of our knowledge, this is the first time an
anomaly in the LSNO unit cell constants at TCO has been
reported. It correlates well with anomalies in the sound
velocity [28] and thermal conductivity [42].

We can define an order parameter based on this structural
response by quantifying how the c=a ratio deviates from
a smooth extrapolation of the high-temperature behavior.
We use the T dependence of the unit cell volume for this
purpose, which we rescale to lie on top of the c=a curve
in the high-temperature region. Taking the difference and
normalizing the signal to a jump of unity, the resulting order
parameter is shown in the inset of Fig. 2. Plottedwith it is the
normalized single crystal CO peak intensity [31], which is
proportional to the square of the conventional order parame-
ter for the charge-ordering transition. Both show the same T
dependence, indicating that the anomaly in c=a originates
from the development of long-range charge order.

The observed charge stripes in the low-T phase of LSNO
for x ¼ 1=3 lie in the NiO2 plane and are diagonal with

respect to the nearest neighbor nickel ions. This pattern of
charge order is consistent with the Wigner-crystal model
from electrostatic considerations. It is interesting to exam-
ine whether the same considerations could account for the
c=a anomaly. To understand how charge ordering may
couple to the lattice parameters, we consider three
extremes: (1) ordered stripes, with a staggered stacking
as observed experimentally, (2) ordered stripes, without
any stacking order along the c axis, and (3) uniform charge
in layers. Evaluating the interlayer Coulomb energy for
these three configurations, we find that minimization of the
Coulomb energy is consistent with an anomalous reduction
of the c=a ratio at TCO. (Details are presented in the
Supplemental Material [39].)
We now turn our attention to the local structure. Atomic

displacements associated with charge stripes, whether
static or dynamic, should contribute to measures of disor-
der relative to the tetragonal model. From the Rietveld
refinement of the diffraction pattern, we obtain atomic
displacement parameters (ADPs), where the ADP for a
particular atomic site in the unit cell can be written as
Uii ¼ hu2i i, where ui is the instantaneous displacement of
such an atom along direction i and the average is over time
and configuration. In the PDF, disorder will impact the
widths of contributions for individual interatomic distribu-
tions (although these may overlap and interfere). For
well-behaved materials, the temperature dependence of
the ADPs is well explained [43] by the simple Debye
model [44]. Deviations from this behavior may indi-
cate the appearance of underlying structural distortions
[45,46]. The temperature-dependent anisotropic ADPs

FIG. 2 (color online). The temperature evolution of c=a ratio
(bottom curve with red solid circles) in comparison with the
volume expansion (top curve with blue solid circles). Dotted
lines indicate TSO ¼ 190 K and TCO ¼ 240 K. In the inset, the
red solid circles represent a normalized long-range-order (LRO)
parameter calculated from c=a, and the black open circles
represents the T evolution of the normalized integrated intensity
of the single crystal CO peak from Du et al. [31].

FIG. 1 (color online). PDF (top) and Rietveld (bottom) fits to
80 K data. In both panels, structure models are shown as red
solid lines, while the data are shown as circles. Difference curves
are offset for clarity.
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from various atoms in the LSNO structure obtained from
Rietveld refinements are shown in Fig. 3. The thermal
evolution of various other ADPs are shown in Fig. 3(a)
while the ADPs that lie along in-plane nickel-oxygen
bonds are shown in Fig. 3(b). In each case the dashed lines
(not vertical) represent Debye-model fits to the low-
temperature region of the data (with an explanation of
the Debye model given in the Supplemental Material
[39]). The directions of the different ADPs are indicated
in the inset of Fig. 3(a).

For the examples in Fig. 3(a), the measured ADPs lie on,
or close to, the Debye curves at all temperatures, suggest-
ing that the behavior is dominated by conventional disorder
due to harmonic motion. The ADPs for oxygen atoms in
directions perpendicular to the Ni-O bonds, Oa U11 and Op

U33, are significantly larger in amplitude than the other
ADPs in Fig. 3(a), yielding lower Debye temperatures in
the fits, suggesting lower-energy rotational motions of the
NiO6 octahedra, as expected in structures based on the
perovskite motif, and as noted before.

In contrast, the ADPs for the in-plane O and Ni atoms in
directions parallel to the in-plane Ni-O bonds, shown in
Fig. 3(b), exhibit large deviations from conventional
behavior. These ADPs are the ones we anticipate should
have substantial contributions associated with stripe order
below TCO [40]. Each ADP should involve a sum of two
contributions, one from the stripe-related displacements
and another from the usual vibrational motion. Indeed,
we see that the ADPs asymptotically approach a Debye
curve at high temperature. We infer that the excess magni-
tude of each ADP above the shifted Debye curve (dotted
lines) is associated with stripe correlations. Intriguingly,
there is no dramatic change at TCO where static stripe order
disappears. Instead, the low-temperature behavior can be
characterized by a distinct Debye curve, with downward
deviations beginning near the TSO. The stripe-related
disorder above TCO is presumably dynamic, given the
effective disappearance of elastic diffuse scattering in
single-crystal neutron-scattering experiments.

We can define a measure of local stripe correlations as

�ðTÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

UA
iiðTÞ

q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

UA
Dii
ðTÞ

q

; (1)

where A indicates the atomic species and UDii
represents

the Debye approximation to the high-temperature behav-
ior. The ‘‘order’’ parameters from in-plane Ni U11 and
O U22, normalized to unity, are shown in the inset of
Fig. 3(b). There is essentially identical temperature depen-
dence for the Ni and O sites.

To make a connection with the electronic properties, one
can compare the temperature dependence of the local order
parameters with the optical conductivity data from
Katsufuji et al. [32]. The energy gap for finite conductivity
closes at TCO, but this provides no measure of the correla-
tions that survive above TCO. To better capture the effective
pseudogap, we have evaluated the energy at which the

FIG. 3 (color online). Anisotropic ADPs that are not along
in-plane Ni-O bonds are shown in (a), while the ADPs that
lie along these bonds are shown in (b). The structure is
shown in the inset of (a) to illustrate the atoms and the
directions of the different anisotropic ADPs that are plotted
in the main panels, with Ni in blue, apical oxygen (Oa)
in orange, and in-plane oxygen (Op) in red. Vertical dotted

lines indicate the spin- and charge-ordering temperatures,
TSO and TCO. Dashed lines represent calculated Debye
behavior. The dotted lines in (b) represent calculated
Debye behavior with different offsets that are appropriate
to fit the high-T ADPs. The inset contains the same ADP
data converted to a short-range-order (SRO) parameter,
which is the normalized difference from the high-T Debye
fit as described in the text, where the symbols used are the
same as in the main panel. Plotted on top is a similar
SRO parameter for the energy of the pseudogap as deter-
mined from optical conductivity measurements as described
in the text.
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optical conductivity falls to half of its peak value at each
temperature. With normalization at low temperature, this
quantity is plotted in the inset of Fig. 3(b) using open
symbols. A remarkable resemblance is observed between
the local order parameters from the ADPs and the tem-
perature evolution of the energy gap, which directly links
the pseudogap behavior in LSNO and the presence of stripe
correlations in the local structure.

The local structural response can also be extracted from
PDF analysis. To keep the analysis simple, we focus on just
the correlations for atoms separated by the a lattice pa-
rameter (3.83 Å), corresponding to the near-neighbor O-O
distance that also includes Ni-Ni neighbors. The area of
this peak stays essentially constant with temperature, but
the width varies. The inverse square PDF peak height is
proportional to the square width, or ADP, of that correla-
tion and so is a sensitive and model-independent way of
interrogating the data for this parameter. The temperature
evolution of the inverse square PDF peak height is shown
in Fig. 4 as blue solid circles. For comparison, the in-plane
oxygen ADP along the Ni-O bond, U22, is indicated by red
triangles. The inverse square PDF peak height shows the
same T dependence. A clear break in slope can be observed
in the T evolution of the inverse square PDF peak height at
TSO, indicating its sensitivity to stripe order, and the behav-
ior closely follows the Rietveld ADP for the in-plane
oxygen along the bond. Thus, the PDF, which is a model-
independent complementary measure of the evolution of
CO, confirms the Rietveld result.

In summary, we have presented a temperature-
dependent neutron powder diffraction study of LSNO,
which is known to show robust charge-stripe order below
240 K. We have shown that the tetragonality shows an

anomalous change at TCO. In contrast, a local order para-
meter determined from mean-square displacements of Ni
and in-plane O sites, or equivalently from squared PDF
peak widths, shows a temperature dependence that
correlates quite well with the pseudogap in the optical
conductivity [32]. From this behavior, we have inferred
that charge-stripe correlations survive to temperatures far
above TCO, and only gradually become attenuated. These
results provide support for the idea that short-range-
ordered, and presumably fluctuating, stripes could underlie
electronic features, such as pseudogap and nematic and
smectic phases seen in the related cuprates [26,47].
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