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We investigate the real-time current response of strongly correlated quantum dot systems under

sinusoidal driving voltages. By means of an accurate hierarchical equations of motion approach, we

demonstrate the presence of prominent memory effects induced by the Kondo resonance on the real-time

current response. These memory effects appear as distinctive hysteresis line shapes and self-crossing

features in the dynamic current-voltage characteristics, with concomitant excitation of odd-number

overtones. They emerge as a cooperative effect of quantum coherence—due to inductive behavior—

and electron correlations—due to the Kondo resonance. We also show the suppression of memory effects

and the transition to classical behavior as a function of temperature. All these phenomena can be observed

in experiments and may lead to novel quantum memory applications.
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The memory of physical systems is quite a common
phenomenon [1]. It simply means that the state of a system
at a given time—driven by an external input—depends
strongly on its history, at least within a certain range of
parameters of the external drive, such as its frequency or
amplitude [1,2]. These memory features give rise to uncon-
ventional properties and novel functionalities that can be
used in actual device applications.

Although there has been a recent crescendo of interest
in memory effects in resistive, capacitive, and induc-
tive systems [3], less work has been devoted to memory
effects in strongly correlated quantum systems. These
include the single-molecule magnets [4,5], metal-oxide-
semiconductor thin films [6,7], nanoparticle assemblies
[8], and bulk Kondo insulators [9]. In this respect, quantum
dots (QDs) coupled to electron reservoirs are ideal plat-
forms for experimental and theoretical studies relevant to
quantum computation and quantum information [10,11].
This is because the electron or spin state of a QD can be
manipulated conveniently by external fields, with the
quantum coherence largely preserved. In particular, at
low temperatures, formation of the Kondo singlet state
[12–15] opens up additional channels for electron conduc-
tion. However, it is not at all obvious if new features would
emerge due to the interplay between quantum coherence
and electron correlations under driving conditions, and if
the Kondo phenomena would influence significantly the
memory of the QD system.

In this Letter, we show that Kondo resonances indeed
induce prominent memory effects when a QD is driven by
an external periodic voltage. These features appear as well-
defined hysteresis line shapes and self-crossing features in
the dynamic current-voltage characteristics with excitation
of odd-number overtones. They are a direct consequence of

quantum coherence and Kondo correlations, and are sup-
pressed at relatively high temperatures where a classical
behavior is recovered.
The QD system of interest is illustrated with a single-

impurity Anderson model [16] Hdot ¼ �dðn̂" þ n̂#Þ þ
Un̂"n̂#. Here, n̂s ¼ âys âs, and âys (âs) creates (annihilates)
a spin-s electron on the dot level of energy �d, while U is
the on-dot electron-electron (e-e) interaction strength. The
total Hamiltonian is

H ¼ Hdot þHres þHcoupling; (1)

withHres¼P
�k��kd

y
�kd�k andHcoupling ¼ P

�kt�ka
y
s d�kþ

H:c:, for the noninteracting leads and the dot-lead

couplings, respectively. Here, dy�k (d�k) is the creation

(annihilation) operator for the �-lead state jki of energy
��k, and t�k is the coupling strength between the dot level
and jki. For numerical convenience, identical leads are
considered, and their hybridization functions assume a
Lorentzian form ��ð!Þ��

P
kt�kt

�
�k�ð!���kÞ¼

�W2=½ð!���Þ2þW2�, where � is the effective dot-lead
coupling strength, W is the bandwidth, and �� is the
chemical potential of the � lead. We prepare the initial
total system at equilibrium, where �� ¼ �eq � 0. An ac
voltage is applied to the left (L) and right (R) leads from
the time t0 � 0, i.e., VLðtÞ ¼ �VRðtÞ ¼ V0 sinð�tÞ, with
V0 and � being the voltage amplitude and frequency,
respectively. Upon switching on the voltage, the QD is
driven out of equilibrium, and the time-dependent current
flowing into the � lead �I�ðtÞ is computed.
Kondo effects in QDs out of equilibrium have been

studied extensively [17–23]. A number of theoretical
approaches have been developed [24]. These include a
variety of renormalization group approaches [25–36], the
real-time and imaginary-time quantum Monte Carlo
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approaches [37–44], the iterative summation of real-time
path integrals [45,46], the time-dependent Green’s func-
tion approach [47,48], the time-dependent density-
functional theory [49], and the quantum master equations
[5,50–52].

To proceed, we choose the hierarchical equations of
motion (HEOM) approach, developed in recent years by
Yan and co-workers [53–55]. This is a unified, real-time
approach for a wide range of equilibrium and nonequilib-
rium, static and dynamic properties of a general open
quantum system [55–58]. It has been used to study, for
instance, the dynamic Coulomb blockade and dynamic
Kondo phenomena in QDs [59,60]. To close the coupled
equations, the hierarchy needs to be truncated at a certain
level L. In principle, the exact solution is guaranteed for
L ! 1. In practice, the results usually converge rapidly
with increasing L at finite temperatures. Once the conver-
gence is achieved, the numerical outcome is considered to
be quantitatively accurate [55]. It has reproduced [56] the
exact numerical solution for the time-dependent current
response of a noninteracting QD to a step-function voltage
[61,62]. Here, we solve the HEOM dynamics of
Hamiltonian (1) at the L ¼ 4 truncation level of hierarchy
[59,60]. We have checked that all results presented con-
verge quantitatively with respect to this truncation [63].

Figure 1 depicts the dynamic I-V characteristics of a QD
with the electron-hole symmetry (U ¼ �2�d) subject to an
ac voltage of various frequencies �. To compare with the
energetic parameters of the QD, � is represented by the
harmonic energy of the driving voltage. In particular,
� ¼ 0:01 meV corresponds to a period of 0.4 ns.

Although high, these GHz time-domain voltage manipula-
tions and current measurements have been realized experi-
mentally [64–66]. The calculation results indicate that the
electron-hole symmetry is preserved under the ac voltage,
and the dot level is always half-filled. Consequently, the
displacement current is zero, and the Kirchhoff’s current
law holds at any time, i.e., IðtÞ ¼ �IRðtÞ ¼ � �ILðtÞ [5].
As shown in Fig. 1(a), at a low �, the dynamic I-V

characteristics are close to the steady-state curve, since the
electrons have sufficient time to redistribute to catch up
with the variation of voltage. In contrast, at a high �, the
dynamic I-V curve forms an ellipse; see Fig. 1(d). The
ellipse shape originates from a phase difference between
the current and voltage. In the case of Fig. 1(d), the ellipse
is traversed in the counterclockwise direction (voltage
leads current), indicating a prominent inductive behavior.
It has been demonstrated that in the linear response regime,
a two-terminal device can be mapped onto a classical
circuit, where a resistor-capacitor branch and a resistor-
inductor branch are connected in parallel [67–69]. The
inductance is associated with the time that an electron
dwells on the device which is proportional to 1=�
[67,70] and is due to the fact that the dot energy is lower
than the equilibrium energy, as required to have a Kondo
resonance. At an intermediate �, the dynamic I-V curve
forms a hysteresis loop with self-crossing in the first and
third quadrants; see Fig. 1(b). The hysteresis behavior
highlights the nontrivial memory effects on the real-time
electron dynamics. To understand these memory effects,
we vary both the level energy �d and the temperature T.
Figure 2 depicts the dynamic I-V curves for QDs of

�d ¼ �U=2 ¼ �2�, �6�, and �10�, where the Kondo

temperature TK ¼ ðU�=2Þ1=2 exp½��U=8�þ ��=2U�
are 0:44�, 0:025�, and 0:0013�, respectively. Under the
same ac voltage, the hysteresis behavior of Fig. 1(b) is
present in all the three QDs, and it is most pronounced at
�d ¼ �6�.
Comparing TK to T ¼ 0:1�, the Kondo resonance is

expected to be strongly suppressed and almost vanishing
as �d lowers from�2� to�10�. This is confirmed by the
equilibrium spectral functions Aeqð!Þ displayed in the inset
of Fig. 2(b), where the Kondo peak height at ! ¼ �eq ¼ 0
reduces drastically with decreasing �d. Kondo effects are
further suppressed by bias voltage. The QD spectral func-
tion under a stationary voltage VL ¼ �VR ¼ V, Að!;VÞ,
is shown in the inset of Fig. 2(c) for �d ¼ �6�. The Kondo
peaks are split by the voltage and locate at ! ¼ �eV. The
peak height reduces continuously with increasing V. This
is in agreement with what has been found by Kaminski
et al. [71,72], who showed that the suppression of Kondo
effects depends universally on the ac field through its
strength V0=TK and frequency �=TK. In the case of ac
gate voltages, the suppression is stronger with an increase
of either V0 or �. Instead, under ac bias voltages, the
suppression is weak at any � for eV0 � TK, while it

FIG. 1 (color online). Current versus voltage for a QD driven
by an ac voltage of amplitude eV0 ¼ � and frequency �. The
arrows indicate the circulating directions of the loops. The
dashed green curve in (a) depicts the steady-state I–V character-
istics. The insets plot the corresponding current (in e�=h) versus
time (in h=�). The other parameters are U ¼ �2�d ¼ 4�,
W ¼ 20�, and T ¼ 0:2�.
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becomes stronger as � decreases for eV0 � TK [72].
However, although Kondo effects are strongly suppressed
by thermal fluctuations and voltage amplitudes, a residual
amount of Kondo resonance survives, which gives rise to
the quasiparticle peaks at ! ¼ ��. In addition, the ac bias
voltage suppresses the Kondo resonance through decoher-
ence of the dot spin. Such a decoherence rate has been
found to decrease with increasing � [72]. Therefore, the
frequencies considered in this Letter only weakly suppress
the Kondo resonance.

We then calculate the differential conductance (dI=dV)
as a function of stationary bias voltage V. The dI=dV are
scaled by their values at V ¼ 0 and depicted in Fig. 2(d).
For comparison, the corresponding Aeqð!Þ=Aeqð! ¼ 0Þ are
shown in the inset, whose line shapes agree remarkably
well with the dI=dV-V lines. They both exhibit a decrease
with a slope that is steepest (flattest) at �d ¼ �6� (� 2�).
Clearly, both the peaks of dI=dV at V ¼ 0 and Aeqð!Þ at
! ¼ 0 originate from the Kondo resonance, and their
sharpness determines directly the hysteresis behavior.
This is true even when there exists only a residual amount
of Kondo resonance, for instance, in the case of
�d ¼ �10�.

The shape of the dynamic I-V characteristics can now be
interpreted as follows. In the limit of adiabatic driving
(� ! 0), the evolution of the current response follows
exactly the steady-state dI=dV-V curve. The reduction in
dI=dV versus V leads to a concave I-V curve at V > 0; see
the dashed green curve in Fig. 1(a). At a finite �, the

inductive feature starts to emerge, which forces the current
to lag behind the driving voltage. For instance, at an instant
when the voltage turns from negative to positive, the
current has not yet reached its turning point—it remains
negative but accelerates toward the voltage. Consequently,
the dynamic I-V curve has a convex curvature at V ¼ 0
and I < 0. The convexity may be inverted into concavity,
provided that the increase in voltage captures the drastic
decay in conductance. This requires a relatively low �,
with which the variation of ‘‘transient’’ conductance does
not deviate much from the steady-state dI=dV-V curve
shown in Fig. 2(d). Such a convex-concave curve segment,
together with its mirror-image counterpart upon voltage
decrease, results in a self-crossing hysteresis loop, as
depicted in Figs. 1(d) and 2(a)–2(c). At a high �, the
inductive feature becomes dominant, which effectively
smooths the dI=dV-V curve, leading to a simple ellipse
shape of the dynamic I–V curve; see Fig. 1(d). To summa-
rize, the hysteresis feature requires� to be sufficiently low
to have the QD experience the significant variation of
conductance and meanwhile high enough to create an
appropriate phase difference between the current and
voltage.
Based on the above analysis, we can conclude that the

hysteresis behavior of the ac I-V characteristics originates
from a cooperative interplay between the quantum coher-
ence (the inductive feature) and strong electron correlation
(the Kondo resonance). Since both quantum coherence and
correlation are significantly influenced by thermal fluctua-
tions, the associated memory effects are expected to
depend sensitively on the temperature.
Figure 3(a) shows the evolution of a dynamic I-V curve

with the increasing T. Here, to accentuate the nonlinear
current response, a somewhat larger voltage amplitude
(eV0 ¼ �) is adopted. At the low T ¼ 0:1�, the ac I-V
curve displays a remarkable hysteresis behavior, with the
emergence of multiple self-crossing points. Such a con-
voluted line shape is a strong indication of complex mem-
ory effects. With T raised by as little as 0:1�, the hysteresis
behavior of Fig. 2(b) is recovered, with only one crossing
in the first or third quadrant. This apparent change in the
hysteresis pattern is due to the suppression of Kondo
resonance by thermal fluctuations. Indeed, as shown in
Fig. 3(c), the zero-bias conductance reduces drastically
with a minor increase in T from 0:1�. Meanwhile, increas-
ing T leads to the progressive narrowing of the I-V hys-
teresis loop, and the loop almost merges into a single line at
T ¼ �. This means that the inductive feature becomes
irrelevant at a high T, and the QD behaves like a classical
resistor. This is because the conducting electrons have a
wide energy distribution due to thermal excitations, and the
phase difference between the current and voltage is largely
randomized. For the same reason, the steady-state dI=dV
varies smoothly versus V at a high T, leading to an overall
Ohmic conductance.

FIG. 2 (color online). (a)–(c) Current versus voltage for QDs
of �d ¼ �U=2 ¼ �2�, �6�, and �10�, under the ac bias
voltage of eV0 ¼ 0:5� and � ¼ 0:3�, and at T ¼ 0:1�. The
inset of (b) shows Aeqð!Þ for �d ¼ �2�, �6�, and �10� from
up to down. The inset of (c) plots Að!;VÞ under stationary
voltages of eV ¼ 0:1�, 0:5�, �, and 1:5� from up to down
at ! ¼ 0, for the QD of �d ¼ �6�. (d) Steady-state dI=dV
versus the stationary voltage of V ¼ VL ¼ �VR, where the
data are scaled by their values at V ¼ 0. The inset shows the
corresponding Aeqð!Þ=Aeqð0Þ.
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The temperature-sensitive memory is further explored
through a frequency analysis of response current. It has
been found that the current response of single-lead QDs to
sinusoidal voltages concentrates on the exact multiples of
driving frequency� [68]. For the two-terminal QD studied
here, the variation of current spectrum versus temperature
is depicted in Fig. 3(d). The response current arises pre-
dominantly at ! ¼ ð2nþ 1Þ� with n 2 Z, while the even
overtones remain unexcited. This is because the ac volt-
ages have the left-right antisymmetry. The response current
would flow in the reverse direction if the half-period were
taken as the initial time (t0 ¼ �=�). Therefore, the rela-

tion Ið!Þ ¼ �Ið!Þei!�=� must be satisfied. Overtones of
all symmetries can be found by breaking the symmetric
coupling between the QD and the leads [73]. As T rises
from 0:1� to �, the change in current amplitude at the
fundamental frequency is rather minor. In contrast, the
overtone responses vanish almost completely. This high-
lights the dynamic Kondo-assisted electron conduction,
which requires a relatively low excitation energy. At
T < 0:1�, the Kondo memory effects are expected to be
even more prominent. However, to achieve convergent
HEOM results at a lower T, a higher truncation level L is
required, which is numerically too demanding with the
present computational resources at our disposal. At T >
�, the Kondo resonance is completely destroyed. The QD
system is in its linear response regime, and thus the real-
time current becomes synchronized with the voltage; see
Fig. 3(b).

The hysteresis feature may also exist for a noninteract-
ing QD, provided that a single-electron level leads to the
significant reduction of conductance versus bias voltage. In

general, the Kondo resonance is associated with a much
sharper spectral peak since TK � �, and hence a Kondo
QD requires a much lower voltage for the emergence of
hysteresis behavior [63]. Moreover, the hysteresis due to
Kondo correlations is easily distinguished from that due to
single-electron resonance by applying a gate voltage to the
QD. A single-electron resonance is sensitively modulated
by the gate voltage, and its corresponding hysteresis fea-
ture is greatly suppressed upon variation of �d [63]. In
contrast, the Kondo resonance is always pinned to the lead
chemical potential. Figure 4 shows the ac I-V curves for
QDs of various �d. The electron-hole symmetry is broken
at U � �2�d, and transient charging occurs. To obtain the
net conduction current, the left- and right-lead currents are
symmetrized to exclude the displacement component [5].
Clearly, the Kondo-resonance-induced hysteresis behavior
is continually preserved with �d shifted by as much as
4�. This accentuates the robustness of Kondo memory
effects.
To conclude, we have demonstrated the presence of

Kondo-resonance-induced memory effects in real-time
electronic dynamics of strongly correlated QDs, which
may be observed in experiments. The predicted hysteresis
line shape and self-crossing features of the ac I-V charac-
teristics highlight the remarkable interplay between quan-
tum coherence and Kondo correlations. These effects may
lead to novel applications of the Kondo QDs, ranging from
machine learning [74] to massively parallel computation
and information processing [75].
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FIG. 3 (color online). (a) Dynamic I-V characteristics,
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self-crossing of the ac I-V curve near V ¼ �V0 at T ¼ 0:1�,
and that of (b) displays the full peaks of Im½Ið!Þ� at! ¼ �. The
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