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We report the first nonlinear three-dimensional magnetohydrodynamic (MHD) numerical simulations

of the reversed-field pinch (RFP) that exhibit a systematic repetition of quasisingle helicity states with the

same dominant mode in between reconnection events. This distinctive feature of experimental self-

organized helical RFP plasmas is reproduced in MHD simulations at low dissipation by allowing a helical

modulation of the plasma magnetic boundary similar to the experimental one. Realistic mode amplitudes

and magnetic topology are also found.
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The reversed-field pinch (RFP) is a toroidal configuration
for magnetic confinement of fusion plasmas [1,2]. As in the
tokamak [3], a toroidal current is driven in the plasma
contributing a poloidal component to the confining mag-
netic field. However, for a given plasma current, the toroidal
magnetic field in the RFP is one order of magnitude smaller
than in the tokamak. In addition, the toroidal field distribu-
tion is strongly determined by internal currents via the
so-called RFP dynamo effect (see [1,2,4–6] and references
therein). The RFP dynamo sustains the characteristic sign
reversal at the plasma edge and only a small toroidal flux is
produced by external coils. Such a small edgemagnetic field
and the potential of reaching ignition by Ohmic heating
alone [7] would greatly simplify a fusion reactor design
based on this configuration, eliminating or reducing the
need of superconducting coils and additional heating
systems. On the other hand, as yet, the level of confinement
in the RFP is typically not as good as the tokamak one, due
to the magnetohydrodynamic (MHD) activity which can
develop in such a self-organized configuration, spoiling
the order of themagnetic topology. In recent years, however,
a promising way to improve the confinement of RFP
plasmas has been extensively investigated. The approach
exploits the tendency of RFP plasmas to self-organize into
quasisingle helicity (QSH) states, as observed in all major
RFP devices [8–11]. QSH plasmas are actively investigated
in the two largest RFP experiments, the RFX-mod [12] and
MST [13] devices. The QSH regime is characterized by
one (dominant) nonlinearly saturated kink-tearing mode,
of significantly larger amplitude than other (secondary)
MHD modes. QSH plasmas are preferentially observed
when increasing the plasma current [14,15]. At high current,
long-lasting helical states develop [10,16], which share
similarities with helical states in the tokamak (like the
‘‘snake’’ phenomenon [17] and the helical hybrid scenario
proposed for ITER [18]) as well as with the stellarator
concept [19–21]. Long-lived ordered large scale helical
fields are also observed in astrophysical plasmas such as
relativistic jets [22] or solar prominences related to

emerging helical flux ropes [23]. Helical RFP states display
better confinement properties than multiple helicity (MH)
states, characterized by comparable amplitudes of the most
active MHDmodes. In particular, the occurrence of internal
transport barriers is observed when the so-called single-
helical axis (SHAx) state [10,24] is achieved. QSH phases
are periodically interrupted by magnetic reconnection
events [25] associated with enhanced dynamo modes activ-
ity and formation of current sheets [14,26,27].
Self-organized helical RFP states were observed in non-

linear three-dimensional (3D) viscoresistive MHD simula-
tions with ideal boundary conditions (BCs) long before
the experimental discovery of QSH plasmas [28–30].
Within this framework, the dynamical regime is ruled
by the amount of viscoresistive dissipation, as measured

by the Hartmann number H � ð��Þ�1=2, with � and �
being dimensionless resistivity and viscosity parameters
[31,32]. The bifurcation to stationary, pure single-helicity
Ohmic equilibrium solutions occurs at high dissipation,
below the threshold Hc ’ 2000. At low dissipation, a
sawtoothing MH regime with quasiperiodic reconnection
events, similar to those occurring in the experiment, is
found [32–37]. Intermittent QSH phases reminiscent of
experimental ones are observed at intermediate dissipation
[32]. However, the distinctive experimental feature of the
systematic repetition of QSH phases with the same domi-
nant mode in between reconnection events have never
been reproduced by 3D MHD codes, either within the
simple viscoresistive model [32,38,39] or when using
more refined models of the magnetic boundary [40] or of
the plasma itself [41,42]. Thus, a satisfactory agreement
with respect to experimental observations has been lacking
so far. The study described in this Letter is motivated by
this fact, which pertains to the general critical problem of
the validation of advanced numerical modeling tools with
respect to the experimental phenomenology. The latter is
recognized as one of the major gaps in going from a
research stage to a production stage in thermonuclear
fusion for energy production [43].
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In this Letter, a solution to the unresolved issue recalled
above is provided, based on a first principles model (non-
linear 3D viscoresistive MHD). The key ingredient is the
use of helical BCs for the edge radial magnetic field Br,
consistent with a small helical modulation of the plasma
magnetic boundary. Helical BCs with m ¼ 1 poloidal and
n ¼ �7 toroidal periodicity are used, corresponding to the
standard dominant mode in RFX-mod, the reference device
in this Letter. The helical Br perturbation required for
systematic QSH stimulation is comparable with the small
(with respect to the edge mean field) dominant Br pertur-
bation measured at the RFX-mod plasma boundary.
Qualitative agreement between MHD simulation and
experiment is obtained regarding topological properties
of helical states, and quantitative agreement is approached
concerning the level of the dominant and secondary modes.

Numerical simulations are performed with the 3D MHD
code SPECYL [32,37], which was the subject of a recent
thorough nonlinear verification study [44]. The code
solves the viscoresistive MHDmodel in cylindrical geome-
try in the zero-�, constant-density approximation, whose
equations in dimensionless units are

@B

@t
¼ r� ðv�B� �JÞ; (1)

@v

@t
þ ðv � rÞv ¼ J� Bþ �r2v; (2)

together withr �B ¼ 0 and J ¼ r�B. In these units, the
radial coordinate r is normalized to theminor radius a of the
rectified torus (with poloidal and toroidal-like coordinates �
and � and major radius R such that the aspect ratio is
R=a ¼ 4 as in RFX-mod), time t and velocity v are nor-
malized to the on-axis Alfvén time �A and velocity vA, and
the magnetic fieldB is normalized to the initial value of the
toroidal magnetic field B0 on axis. The on-axis resistivity
and viscosity are the inverse Lundquist number �0¼�A=
�R�S�1 and the inverse viscous Lundquist number �0 ¼
�A=�V � M�1, respectively (�R and �V being the resistive
and viscous time scales). � is assumed to be uniform, while
an increasing radial profile is assigned for �, of the form

�ðrÞ ¼ �0½1þ 19ðr=aÞ10�. Awide spectrum of 225 modes
with 0 � m � 4 is used. This spectrum was employed and
validated in previous simulation studies [32,37,44]. As for
them ¼ 0 andm ¼ 1modes, which are the most important
in the nonlinear RFP dynamics, we use �25�n�1 and
�55 � n � 10, respectively. The BCs at r ¼ a are such
that the volume-averaged toroidal magnetic field hB�i (pro-
portional to the toroidal magnetic flux) and the externally
imposed toroidal electric field E0 are constant in time. The
edge radial magnetic field may either be BrðaÞ ¼ 0 or
helically modulated. The last condition was recently shown
to favor Ohmic RFP equilibrium solutions [45]. A first
assessment resulting from a systematic numerical study of
the effect of helical BCs in nonlinear MHD simulations of
the RFP is reported in Refs. [46,47].
We first consider a reference simulation with ideal BCs.

The on-axis Lundquist and viscous Lundquist numbers are
set to S ¼ 106 andM¼104, respectively. This corresponds

to Hartmann and Prandtl numbersH � ðSMÞ1=2 ¼ 105 and
P � S=M ¼ 100, respectively. The initial condition is a
nonreversed axis-symmetric Ohmic equilibrium with pinch
parameter � ¼ B�ðaÞ=hB�i ’ 1:6 and reversal parameter

F ¼ B�ðaÞ=hB�i ’ 0:15, where h�i represents a volume

average. The temporal evolution of the reversal parameter
F and the normalized edge B� amplitudes of the most

active m ¼ 1 modes is shown in Figs. 1(a) and 1(b). The
resulting sawtoothing dynamics closely reproduces what
was already reported in past viscoresistive MHD studies
with similar ideal BCs [32–37]. After a strong initial recon-
nection event leading to the reversal of the F parameter
(i.e., to the formation of the RFP configuration), the system
undergoes quasiperiodic cycles with reconnection events,
associated with formation of current sheets and a strong
nonlinear dynamo activity that flattens the current density
mean profile and deepens the reversal. This is followed by
relatively longer phases with reduced MHD activity, in
which the current density peaks on a resistive time scale
and the reversal becomes shallower. In this simulation, the
MH regime is typically observed in between reconnection
events, while QSH phases occasionally occur, although

FIG. 1 (color online). MHD simulations with (a)–(b) S ¼ 106, M ¼ 104, and ideal BCs BrðaÞ ¼ 0; (c)–(d) S ¼ 106, M ¼ 104, and
helical BCs b1;�7

r =BðaÞ ¼ 2%; (e)–(f) S ¼ 107, M ¼ 104, and helical BCs b1;�7
r =BðaÞ ¼ 2%. (g)–(h) RFX-mod discharge #24063

with flat-top averaged plasma parameters IP ’ 1:5 MA, ne ’ 2:8� 1019 m�3, Te ’ 750 eV, and S ’ 1:5� 107 (cf. Ref. [14]). The
temporal evolution of (first row) the reversal parameter F and (second row) the edge B� amplitudes of the main m ¼ 1 harmonics,

normalized to the mean edge magnetic field, is reported.
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without any specific dominant mode and with a rather small
amplitude separation with respect to secondary modes.

A qualitative change occurs with the inclusion of helical
BCs. We consider a first simulation with the addition of a
helical perturbation of the edge radial magnetic field. This
perturbation is chosenwithm ¼ 1,n ¼ �7 periodicity and a
constant in time amplitude around 2%of themean edge field.
Such BCs provide a schematic representation of the plasma
magnetic boundary during high current discharges in RFX-
mod. In fact, the time-averaged, normalized edge Br ampli-
tude of the dominant mode can take values up to 1.5% for the
standard RFX-mod operation, where the magnetic feedback
system minimizes the edge Br amplitude of each harmonic
[48]. Similarly, values up to 3% of this quantity have been
reached in recent experimental operation employing external
helical shaping [49]. The temporal evolution of the simula-
tionwith helical BCs is shown inFigs. 1(c) and 1(d). It can be
clearly seen that QSH phases with 1, �7 dominant mode
regularly occur in between reconnection events, while MH
conditions seldom intervene. Thus, the observed numerical
QSH dynamics presents the peculiar experimental features
missing in previous modeling. For comparison, a typical
RFX-mod discharge with standard feedback control at high
current is shown in Figs. 1(g) and 1(h). The finite helical Br

perturbation also affects the periodic sawtoothing activity of
the reversal parameter F, which on average becomes more
frequent and less intense. This trend is confirmed for increas-
ing helical perturbation amplitudes [47]. The quantitative
agreement between experiment and MHD simulations also
improves, concerning, in particular, the amplitude of the
dominant mode. In fact, the normalized edge B� amplitude

of the dominant mode is mostly dependent on the level of
the helical BC [47], and takes realistic values for realistic
edge Br amplitudes. The main quantitative differences with
respect to experimental findings are the wider range of
numerical F oscillations and the larger level of secondary
modes. The average total amplitude of secondary modes
(computed as in Ref. [14]) is in fact 3.7% in this MHD
simulation, instead of being around or even below 1% as in
the experiment. This difference is mainly due to the use of
unrealistic dissipation parameters. In particular, Lundquist
numbers of the order of S ¼ 107 have been obtained inRFX-
mod [14]. The effect of increasing the Lundquist number is
illustrated in Figs. 1(e) and 1(f), where a simulation with the
same parameters as before but S ¼ 107 (corresponding to
H ’ 3� 105 andP ¼ 103) is reported. This simulation case
is qualitatively similar to the previous one. However, the
average total amplitude of secondary modes decreases to
2.9%. This makes the repetition of QSH phases in between
reconnection events particularly clear and systematic. In fact,
QSH phases turn out to occur always in between reconnec-
tion events, with a close to realistic amplitude separationwith
respect to secondary modes.

The dependence of the average total secondary modes
amplitude on dissipation parameters is reported in Fig. 2,
showing data from a set of MHD simulations with the same

2% magnetic perturbation amplitude and varying S and M
numbers. First of all, the level of secondary modes
decreases with both S and M. In addition, as expected
since the Hartmann number is the main parameter ruling
the viscoresistive MHD dynamics [31,32], the points
nearly collapse on the same line when plotted as a function
ofH. In fact, the total amplitude of secondary modes scales

like b1;secd� =BðaÞ �H�0:22. When expressed as a function

of the parameter couple (S, M), this scaling becomes

b1;secd� =BðaÞ � S�0:11M�0:11. On the other hand, when con-

sidering the couple (S, P), secondary modes scale like
S�0:22P0:11. These scalings are quite close to those obtained
for magnetic fluctuations in past MHD studies with stan-
dard ideal wall conditions, namely S�0:22 at fixed P ¼ 1
[37,50] and S�0:14 at (basically) fixed M [51]. This agree-
ment is consistent with the observed weak dependence of
secondary modes on the helical magnetic perturbation
amplitude [47]. A quantitative comparison with the experi-
mental trend of secondary modes with S�0:35 [14] is com-
plicated by the difficulty in estimating the experimental
viscosity. However, since MHD simulations show a rather
weak scaling of secondary modes with S at fixed M, and
the scaling at fixed P is closer to the experimental trend, we
infer a hidden viscosity effect in the experimental depen-
dence of secondary modes on S. The indication of a nearly
fixed P is also compatible with the classical theoretical
estimate of the perpendicular Prandtl number [50], sug-
gesting a rather constant P? vs plasma current in the RFP
(on the other hand, a strong increase of the parallel Prandtl
number Pk is predicted). Nevertheless, it must be stressed

that a direct quantitative matching with the experiment is
beyond the scope of this Letter. In fact, the level of MHD
modes is known to depend on the chosen resistivity profile,
which is not found self-consistently within viscoresistive
MHD [52]. Moreover, finite-� and thermal transport ef-
fects [41,51] as well as two-fluid effects [42] are likely to
introduce important quantitative differences with respect
to our simple model. In particular, a reduction by a factor
of two in the amplitude of MHD modes is expected due to

(a) (b)

FIG. 2 (color online). Average total amplitude of secondary
modes in MHD simulations with helical BCs b1;�7

r =BðaÞ ¼ 2%
and varying S andM parameters, plotted with full circles vs (a) S
and (b) H. The line in panel (b) is the fit of the amplitude of
secondary modes vs H, while the colored and black lines in
panel (a) show the same fit expressed as a function of S at fixed
M and P, respectively. The total amplitude of secondary modes
in RFX-mod QSH plasmas is plotted in panel (a) with open
diamonds (adapted from Ref. [14]).
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warm-ion effects [42], which would bring the level of
secondary modes closer to the experimental value.

Coming back to the MHD simulation reported in Fig. 1(e)
and 1(f), the qualitative agreement with experimental find-
ings is also noticeable when looking at the topological prop-
erties of the magnetic configuration. This is shown in Fig. 3
for a typical QSH phase in between reconnection events.
Concerning the helical flux surfaces, a SHAx state with a
helical core enclosed by an almost axis-symmetric edge is
observed, as in the experiment [10]. The helical q profile,
computed as described in [53], is also similar to the experi-
mental estimates for SHAx states, being characterized by a
reversal of themagnetic shear in the core region [54–57]. The
topology of the total magnetic field is qualitatively similar
with experimental estimates as well. The latter are charac-
terized by conserved structures in the helical core enclosed
by a chaotic region at intermediate radius [14,24,58] and by
the typical chain of m ¼ 0 islands at the edge [59–62].
Poincaré plots on a toroidal cross section are reported in
Figs. 3(c) and 3(d), as computed with the field-line tracing
code NEMATO [53,63,64] by using the full spectrum ofmodes
from the MHD simulation. If the actual secondary mode
amplitudes are taken into account, conserved helical struc-
tures in the core are rather narrow and the core region turns
out to be topologically connected with the plasma edge.
However, if the amplitude of secondary modes is divided
by a factor of four in the NEMATO computation in order to
approximately match the average experimental amplitude,
the conserved core region broadens, a transport barrier [65]
appears at � ¼ 0:25, and the q ¼ 0 surface provides a
topological separation between the plasma core and the
wall. The inclusion of toroidal coupling is essential to recover
the experimentally observed m ¼ 0, n ¼ 7 island chain at
the reversal surface [60,62], as confirmed by preliminary
simulations with the MHD code PIXIE3D [66] in toroidal
geometry [67,68]. Overall, the topological analysis per-
formed on the simulation set presented here, which aims at
a realistic representation of RFX-mod, strengthens the trend
observed in the general assessment study of Ref. [47]. Such a
result suggests that conserved core structures should be found
in SHAx states with realistic mode amplitudes even when

considering the full spectrum of MHD modes, which was
recently questioned based on RFX-mod experimental recon-
structions taking into account up to m ¼ 2 modes [69].
In conclusion, a major step towards qualitative and quan-

titative agreement of viscoresistive MHD simulations of the
RFP with respect to experimental findings has been reported
in this Letter. This Letter teaches us that, similar towhat was
observed for the velocity BCs in the fluid dynamics context
[70], the BCs for the magnetic field have a strong impact in
the MHDmodeling of RFP plasmas. With suitable magnetic
BCs, the viscoresistiveMHDmodel is indeed able to capture
the dominant physics of experimental QSH plasmas. This
helps us to understand how helical self-organization in
the RFP works, and how it can be exploited to improve the
confinement properties of this configuration. Why the
n ¼ �7 mode is the dominant one in RFX-mod plasmas is
still not understood. However, we believe that the solution to
this and other related open questions will come by following
the avenue of research opened in this Letter, i.e., by the use of
refined plasma models together with a realistic description
of the magnetic boundary.
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