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Electron and stochastic cooling are proven methods for cooling low-energy hadron beams, but at

present there is no way of cooling hadrons as they near the TeV scale. In the 1980s, Derbenev suggested

that electron instabilities, such as free-electron lasers, could create collective space charge fields strong

enough to correct the hadron energies. This Letter presents a variation on Derbenev’s electron cooling

scheme using the microbunching instability as the amplifier. The large bandwidth of the instability allows

for faster cooling of high-density beams. A simple analytical model illustrates the cooling mechanism,

and simulations show cooling rates for realistic parameters of the Large Hadron Collider.
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The ability to cool high-energy hadron beams would
benefit both future collider projects, where luminosity is in
part determined by energy spread (see, e.g., Ref. [1]), as well
as hadron-based plasma accelerators [2]. Unfortunately,
traditional particle cooling methods are not effective for
hadron beams in the TeVenergy range. Though synchrotron
radiation quickly cools electrons, even at 7 TeV the protons
at the Large Hadron Collider (LHC) have negligible
radiative cooling. Electron cooling, which has successfully
cooled hadron beams below 10 GeV, is ineffective at the
TeV scale [3,4]. An alternative approach is stochastic
cooling, in which an rf pickup measures particle properties
and a subsequent kicker stage adjusts the particles towards
the beam’s mean value [5]. However, the limited rf band-
width cannot accommodate the high-density bunched beams
used at either the LHC or the Relativistic Heavy Ion Collider
(see, e.g., Ref. [6]). (Optical stochastic cooling has been
proposed to adapt stochastic cooling to bunched beams; the
optical wavelengths support higher bandwidths in both the
pickup and kicker stages, allowing faster cooling of high
density beams [7]). More than two decades ago, Derbenev
merged ideas from classic stochastic and electron cooling,
proposing the coherent electron cooling (CeC) scheme in
which an electron beam serves as both the pickup and kicker
(see, e.g., Refs. [8,9]). To increase the CeC cooling rate, a
free-electron laser (FEL) can amplify the electron signal
between the pickup and kicker [10,11]. The FEL creates a
periodic density modulation of the electrons, and the result-
ing Coulomb fields adjust the hadron energies inside the
kicker. Studies of CeC for cooling both the Relativistic
Heavy Ion Collider and the LHC are under way (see, e.g.,
Ref. [12]).

CeC benefits from the large bandwidth of an ultraviolet
FEL but produces a series of periodic density spikes of
which only one contributes to cooling; ideally, the ampli-
fication process would create just the single spike needed
to cool each hadron. In this Letter, we propose an alter-
native hadron cooling scheme using the microbunching
instability (MBI) from longitudinal space charge as an

amplifier. In longitudinal space charge-driven MBI, space
charge from an initial density modulation causes an
energy modulation, which a dispersive region then con-
verts back into an amplified density modulation (see, e.g.,
Refs. [13,14]). Though primarily studied as a detrimental
instability, MBI can also be used to intentionally amplify
an initial modulation [15,16]. In this cooling scheme, a
hadron’s Coulomb field produces the initial electron
energy modulation. A dispersive region then converts the
energy modulation from each hadron into a single density
spike and, as in CeC, each density spike adjusts the energy
of its corresponding hadron in a kicker. (We note that a
dispersive section was first introduced by Litvinenko
to accelerate the plasma oscillation in CeC prior to the
amplification stage [10]. Here we use the dispersion as
the amplifier itself). Microbunched electron cooling
(henceforth, MBEC) offers two benefits. First, the insta-
bility creates only a single density spike for each hadron,
maximizing the bandwidth of the amplifier. The large
amplifier bandwidth is crucial for cooling high-density
bunched beams, such as those at the LHC. Second, the
scheme is relatively simple, consisting only of drift and
dispersive regions.
Figure 1 provides a schematic of a one-dimensional

MBEC model. In the first section, the Coulomb field of
a hadron (e.g., an ion) modulates the electron energies.
Electrons and ions take separate paths in the second sec-
tion, where dispersion converts the electron energy modu-
lation into a density spike at the ion’s former location. In
the third section, the ions return to the electron beam. An
ion with lower-than-average energy falls behind the spike
it created, and the collective electron field provides an
energy boost; conversely, an ion with above-average
energy slips ahead of its spike, and the collective electron
field pulls the ion backwards. The net effect is to push all
ions towards the average energy, i.e., cooling. In practice,
the process must be repeated many times as the hadron
beam circulates in a storage ring. This Letter focuses on
longitudinal cooling, but as described in Ref. [11], it is
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straightforward to extend cooling to the transverse
dimensions as well.

To describe MBEC analytically, we start by considering
the effect on the electron beam from an ion of charge q. We
assume ion and electron beams each have an average rela-
tivistic Lorentz factor � � 1 corresponding to an average
electron energy �Ee ¼ �mec

2 and average ion energy �Eion ¼
�mIc

2.We consider an electron that starts with longitudinal
position z and relative energy p � ðE� �EeÞ= �Ee. We con-
sider two possible cases. First, we assume that the electron’s
energy modulation due to the ion occurs over a length, Lm,
that is long compared to the � function. In this case, the
electronmoves transversely during the interaction, washing
out transverse structure, so we can treat each electron as a
circular disc of charge e and radius a [17]. For simplicity,
we assume the ion sits at the center of the bunch (r ¼ 0,
z ¼ 0). An electron at position z then experiences a relative
energy shift due to the ion’s Coulomb field of [10]

MðzÞ ¼ �2cqLm

�a2IA

�
z

jzj �
�zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 þ �2z2
p

�
; (1)

with Alfven current IA � 4��0mec
3=e. An electron with

initial position z then has a final longitudinal coordinate in
the kicker (following both the modulation and dispersive
regions) of

~z ¼ zþ R56½MðzÞ þ p�: (2)

In the sameway that the ion changes the electron energies in
the modulator [Eq. (1)], the total Coulomb field of the final
electron distribution corrects the ion energy in the kicker.
Summing the kicks from each of the N electrons in the
bunch, an ion at longitudinal position zI experiences a total
energy shift

WðzIÞ ¼
XN
j

�qeLk

2�0�a
2

2
4 zI � ~zj
jzI � ~zjj �

�ðzI � ~zjÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ �2ðzI � ~zjÞ2

q
3
5;

(3)

with kicker lengthLk and final position of the jth electron ~zj.

To find the expectation value hWðzIÞi, we assume a uniform
and uncorrelated initial electron distribution. For a cylin-
drical beam with current I, radius a, and rms energy spread
�p, we replace the sum in Eq. (3) with an integral over

�ðz; pÞ ¼ ðI=ec ffiffiffiffiffiffiffi
2�

p
�pÞ exp½�p2=2�2

p�. Defining the

modulation strength factor A1 � �2cqLm=a
2IA and kicker

strength factor A2 � �qILk=2�0c�a
2, it is convenient to

work in dimensionless variables � � �z=jR56A1j, � �
a=jR56A1j, � � �p=jA1j, and �� � ��p=jA1j to find the

final electron position

~�ð�; �Þ � �

"
1� s

j�j þ
sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2 þ �2
p

#
þ s�; (4)

and corresponding energy shift

hWIðzIÞi ¼ jR56A1jA2

�
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where we have used shorthands s � sgnðR56Þ and tð�; �Þ �
sgn½�I � ~�ð�; �Þ�. The optimal R56 is determined by bal-
ancing the desired gain against the damping that results
from slice energy spread, as well as practical experimental
limits. It is interesting to note that cooling is possible with
either positive or negative R56, though the sign of the gain
and the ion’s dispersion also switch.
In the previous analysis, we assumed that the modula-

tion length was long compared to the electron � function,
Lm � �, so we treated each electron as a circular disc of
radius a. If we take the opposite limit, Lm � �, then we
treat each electron as a point charge at position r, z.
(To simplify, we again assume the ion is at r ¼ 0, z ¼ 0).
In the point-charge limit, an electron’s relative energy shift
due to the ion is

FIG. 1 (color online). Schematic of the cooling mechanism. In the first stage, an ion modulates the energy of the local electrons.
In the dispersive region, ions and electrons move longitudinally due to energy differences, creating an electron density spike at the
overlap. In the kicker stage, an ion with nominal energy E ¼ �Eion (red, middle) returns to the center of the spike and does not change
energy. A low energy ion with E < �Eion (purple, lower) falls behind its original position, and receives a positive energy kick from the
electron spike. A high energy ion with E > �Eion (orange, upper) slips ahead of its electron spike and receives a negative energy kick.
The result is that all ions are pushed towards the average ion energy.
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Mðr; zÞ ¼ �cqLm

�IA

�z

½r2 þ �2z2�3=2 : (6)

We can notice that for electrons in the region j�zj � r, the
energy shift is linear in the initial longitudinal position so
that ~z � zð1þ B1R56=r

3Þ with modulation strength factor
now defined as B1 � �cqLm=IA. The result is that elec-

trons at a radius rspike � jB1R56j1=3 move to ~z ¼ 0, creating

a ring of high density. Redefining the kicker strength
parameter B2 � �qILk=2�0cð�a2Þ2 and dimensionless
coordinates, 	 ¼ r=rspike, � � �z=rspike, �I � �zI=rspike,
~� � �~z=rspike,� � a=rspike, � � �jR56jp=rspike, and�� �
�jR56j�p=rspike gives the final longitudinal positions

~�ð�; 	; �Þ ¼ �½1� sð	2 þ �2Þ�3=2� þ s�: (7)

The corresponding ion energy shift in the point-charge limit
is again given by Eq. (5) but with an additional integral over
the transverse coordinates. The need to keep Lm � � may
make the disc limit more practical, and for simplicity, we
will consider only the disc limit for the rest of this Letter.

In stochastic cooling, the pickup samples all particles in
the beam; in MBEC, the Coulomb fields of all electrons
and ions contribute equally to the energy modulation,
which can both heat the electron beam (see, e.g.,
Ref. [18]) and create random density spikes that heat the
ions in the kicker. For example, assuming the particles are
initially uncorrelated, shot noise from the modulator
produces additional electron energy spread at z ¼ 0 of

�2
pSN ¼

��XN
j

MðzjÞ
�
2
�

¼ IT
ec

Z 1

�1
dz½MðzÞ�2

) �pSN � 0:93
A1

�

ffiffiffiffiffiffiffiffiffiffi
IT
ec

a

�

s
; (8)

with IT � Ie þ II the total current of both ions and elec-
trons. More critically, the shot noise energy modulation is
amplified by the MBEC process, resulting in random
spikes that heat the ion in the kicker. If the amplifier
does not saturate, each particle contributes a kick to the

ion of WeðzÞ or WIðzÞ and the ion experiences a random
kick of amplitude

�ESN ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

ec

Z 1

�1
dz½IehWeðzÞi2 þ IIhWIðzÞi2�

s
: (9)

The electron kick WeðzÞ can be found from the
MBI gain [18]. The shot noise spikes should not
be allowed to saturate, which sets a limit on the total
amplification factor.
So far we have only considered a single modulation-

dispersive region (Fig. 1). Figure 2 shows a variation with
additional modulation-dispersive stages that both increase
the cooling rate and improve tolerances. In the subsequent
amplification stages, the ion and electron beams do not
interact; the electron density modulation of the first stage
drives the gain as in a longitudinal space charge amplifier
[15,16]. Each dispersive region can be either positive or
negative, but in practice, setting the total dispersion

RðTÞ
56 � 0 minimizes timing errors from electron beam

energy jitter.
To fully incorporate shot noise into MBEC, we imple-

ment a custom particle-tracking simulation. The simula-
tion places a single ion at the center of a cylindrical
electron beam with Gaussian energy spread and the real
number of particles. In the modulation stage, the electrons
change energy according to the collective Coulomb field
of both the ion and the electrons [Eq. (1)]. Because of the
large �, we neglect longitudinal motion during the modu-
lation. Periodic boundary conditions allow simulation of a
short bunch. In the dispersive region, R56 moves electrons
longitudinally. Additional amplification stages repeat this
process but without the ion field and with opposite sign
R56. The electron-electron interaction is more precisely
calculated as the field between two discs, but in practice
the simpler expression in Eq. (1) gives a nearly identical
result and is computationally less expensive. Finally, we
calculate the collective Coulomb field along the bunch axis
(r ¼ 0) to determine the energy shift experienced by the ion.
For large high-current beams, the simulation becomes

prohibitively computationally expensive. However, if
�ESN does not saturate (so the amplification is linear),
then we can treat the electron beam as a uniform fluid

FIG. 2 (color online). Schematic of a five-stage MBEC. After the ion-electron interaction, four identical electron-only stages amplify

the initial density modulation. The additional stages both increase the cooling rate and force RðTÞ
56 ¼ 0, reducing the relative timing

jitter of the electron and ion beams.
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and ignore shot noise when calculating the average density.
Figure 3 shows a comparison between a simulation includ-
ing shot noise and the fluid model. To facilitate the shot
noise simulation, we use only the central portion of the
beam (1=4 by radius) and also reduce the energy spread
by a factor of 4. Otherwise, the parameters are the same
as in Table I.

To estimate the cooling rate of an LHC-like machine, we
use the fluid model to simulate the parameters of Table I.
The maximum energy shift per turn is given by the peak
amplitude of the solid curve in Fig. 4. With a rms energy
spread of 800 MeV, cooling the LHC beam requires around
3� 107 passes or a little less than one hour. Table I is not
an optimized parameter set, and faster cooling rates may be
possible. Ideally, the electron beam covers the entire ion
beam on every turn, requiring a 50 nC, 250 ps electron
bunch for the case of Table I. Cooling will be slower if it is
necessary to ‘‘paint’’ the electron beam across a larger ion
beam [11].

Both electrons and ions randomize each revolution
around the ring, so the cooling effect of the ion’s self-
generated kick WI dominates after many turns despite
having WI � �ESN. With an adjustable ion dispersion
[19,20], the fundamental limit on the equilibrium energy

spread is �p0 � �E2
SN=2WI � 10 MeV for the example

of Fig. 4. Turning down the longitudinal space charge
amplifier gain during cooling can produce even smaller
�p0. In principle, it should be possible to mitigate electron

shot noise effects (and thus heating) with dispersive noise
suppression in the first modulation region [21,22]. (Noise
suppression can improve CeC as well [23]). In practice, the
minimum energy spread at the LHC is limited by other
effects (see, e.g., Ref. [24]). However, even a moderate
degree of cooling in either the longitudinal or transverse
planes could improve the LHC’s performance.
MBEC will face a number of technological challenges.

Conventional linacs can satisfy the parameters in Table I
(see, e.g., Ref. [25]), but an energy recovery linac may be
necessary to match the LHC’s MHz bunch rate [26,27].
Electron storage rings are naturally suited for high repeti-
tion rates but typically have larger slice energy spread and
emittance. To create a smaller effective slice energy spread
for a storage ring, it may be possible to either stretch the
beam longitudinally or place the entire MBEC process
inside a dispersive region [28,29]. The ion and electron
energy difference, �� � �e � �I, must be small to limit
the relative slippage of �z � Lm��=�

3. The ion energy
shift in Fig. 4 has a FWHM length of 30 nm, so timing and
stability of the ion delay could be challenging. Emittance
effects will tend to wash out cooling, but should be
manageable; for example, assuming 2 
m emittance and
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FIG. 3 (color online). Comparison between the full particle-
tracking simulation and the fluid model without shot noise shows
convergence after 500 000 passes. Parameters are taken from
Table I but with a ¼ 25, 9 
m, I ¼ 10 A, and �p ¼ 2:5� 10�5

due to computational constraints. The smaller beam size and
energy spread of this toy case make simulation easier but
increase the gain, leading to shot noise saturation and a slight
discrepancy at the peak.

TABLE I. LHC-like parameters for the case of Fig. 4. Note that these parameters are only an
example; except for � (which is determined by the ion energy), trade-offs between parameters
are possible while maintaining the same gain.

Example parameters Stage 1 Stages 2–5 Kicker

Relativistic factor (�) 7000

Electron current (I) 200 A

Electron slice energy spread (�p) 1� 10�4

Electron beam radius (a) 100 
m 35 
m 100 
m
Dispersion (R56) 100 
m 4��25 
m NA

Interaction length (Lm) 25 m 4� 25 m 25 m
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FIG. 4 (color online). Blue dashed line shows the final electron
current from a fluid model without shot noise for LHC-like
parameters of Table I. The corresponding ion energy shift (solid
red line) has a maximum change of 25 eV per pass.

PRL 111, 084802 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

23 AUGUST 2013

084802-4



Table I parameters, � oscillations in each stage will
randomize longitudinal particle positions by less than
1 nm. Increased energy spread from synchrotron radiation
in the bends should also be considered.

We conclude that MBEC is a potentially feasible scheme
for cooling high-energy ion beams. A numerical solution
for an LHC-like case shows that cooling is fast compared
to the bunch storage time and could lower the energy
spread and emittance of collider experiments or improve
advanced acceleration techniques. While the electron
beam requirements are challenging, the tolerances are
similar to those of FEL-based CeC. The next step is to
perform detailed massively parallel simulations, including
particle motion during the modulation process and to
investigate machine tolerances for a practical example.
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