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Ultrafast optical spectroscopy is used to study the antiferromagnetic f-electron system USb2. We

observe the opening of two charge gaps at low temperatures (&45 K), arising from renormalization of the

electronic structure. Analysis of our data indicates that one gap is due to hybridization between localized

f-electron and conduction electron bands, while band renormalization involving magnons leads to the

emergence of the second gap. These experiments thus enable us to shed light on the complex electronic

structure emerging at the Fermi surface in f-electron systems.
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Exotic phenomena, such as unconventional supercon-
ductivity, the heavy fermion state, or the elusive ‘‘hidden
order’’ phase of URu2Si2, can emerge from many-body
interactions in f-electron systems [1–5]. These phe-
nomena, governed by strong electronic correlations and
complex interactions between the electronic and bosonic
degrees of freedom, are often associated with the dual
nature (localized vs itinerant) of the f electrons. The
itinerant response is usually related to the nature of the
Fermi surface, where very small band renormalization
effects often escape experimental detection due to lack of
resolution. However, these minute changes in the Fermi
surface cannot be ignored, as they can dramatically modify
the properties of f-electron materials, leading to the exotic
phenomena mentioned above. A deeper understanding of
such phenomena depends on a detailed knowledge of the
electronic structure near the Fermi surface in f-electron
systems.

AntiferromagneticUSb2 (TN � 203 K) [6,7] is an excel-
lent candidate for exploring these issues, as it is a moder-
ately correlated electron system with a quasi-2D electronic
structure exhibiting characteristics of both localized and
itinerant 5f electrons [8–13]. Moreover, previous angle-
resolved photoemission spectroscopy (ARPES) studies
[13,14] produced the first measurements of the self-energy
in 5f electron systems and a model of boson-mediated
band renormalization [15]. However, they could only
explore the region near the center of the Brillouin zone
(k ¼ 0) and could not specify the nature of the boson
involved. This directly motivated our search for new physi-
cal properties [e.g., the opening of a gap or changes in the
quasiparticle (QP) effective mass] arising from boson-
mediated many-body interactions, to understand the band
structure of USb2 over all k space.

Optical spectroscopy measurements at GHz and THz
frequencies have already shown complex low energy

features linked to magnetic excitations in different uranium
systems [16–20]. In the time domain, ultrafast optical
spectroscopy (UOS) has also been quite successful in
providing such information, offering insight into the
physics of strongly correlated materials [21] such as super-
conductors (SCs) [22–24] and heavy fermions (HFs)
[25,26]. In particular, by measuring the temperature (T)-
dependent QP dynamics and analyzing the data with the
Rothwarf-Taylor (RT) model [27,28], one can extract small
changes in the electronic structure, even away from the
Brillouin zone center. Even more insight could potentially
be gained by combining UOS with other techniques, such
as ARPES and specific heat measurements, to obtain a
more complete picture of the electronic structure in
f-electron systems.
Here, we present the first ultrafast time-resolved differ-

ential reflectivity �RðtÞ=R measurements on USb2 at a
center wavelength of 830 nm (1.5 eV) using an 80 MHz
Ti:sapphire femtosecond laser oscillator (see Supplemental
Material [29] for experimental details), taken from room
temperature down to 6 K. Guided by ARPES and specific
heat data, we reveal multiple gaps opening in the density
of states (DOS), associated with emergent QP states at or
near the Fermi level. We also observe coherent phonon
oscillations, previously unobserved in metallic uranium
systems, the analysis of which not only illustrates the
temperature evolution of the gap structures, but also
demonstrates that magnons can be involved in band
renormalization.
Figure 1 shows the measured �R=R signals at (a) low

and (b) high temperatures. Upon photoexcitation, the
�R=R signal changes nearly instantaneously due to a rise
in the temperature of the Fermi surface, as excited carriers
rapidly equilibrate via electron-electron scattering [25].
This initial change reverses sign when the temperature
crosses TN . This is consistent with the reconstruction of
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the Fermi surface at TN , as previously seen in de Haas-van
Alphen measurements [9,12]. At longer delays, after
equilibration of the photoexcited carriers, the �R=R
signals exhibit a damped ultrafast oscillation superimposed
on a nonoscillating background decay.

We first focus on the nonoscillatory relaxation for
T & TN , since it does not significantly change in the para-
magnetic state. Below �TN, this relaxation can be fitted
with three exponential decays convoluted with a Gaussian

laser pulse GðtÞ (FHWM ’ 55 fs): �R=R¼½Ase
�t=�s þ

Aee
�t=�eþAde

�t=�dþA0��GðtÞ, (As > 0, Ae<0, Ad<0).
Here, Ae and �e represent a relaxation process that only
appears below a critical temperature of Ty � 32 K, and �s
and �d are the time constants of the initial fast decay and
very slow relaxation, respectively (Fig. 1). The subscripts
‘‘s’’, ‘‘e’’, and ‘‘d’’ were chosen to represent the compo-
nents associated with ‘‘spin’’ or ‘‘magnetic,’’ ‘‘electronic,’’
and ‘‘heat diffusion’’ contributions, respectively, as will be
made more clear below.

We find that �d has a time scale of at least a few hundred
picoseconds (ps) at all temperatures, which is likely due to
thermal diffusion, as in similar measurements on other
strongly correlated systems [25,30]. Here, we focus on
the other two decay processes that occur on shorter time
scales (t & 10 ps). We clearly observe from Fig. 2 that
(a) �s increases continuously with T, and shows a sharp
upturn at TN (nearly diverging there), (b) as T decreases
through a temperature T� ( ’ 45 K), As strongly increases,
while �s decreases significantly [inset to Fig. 2(b)], and

(c) Ae and �e, which appear below Ty, increase rapidly as T
decreases. Similar behavior has been observed in super-
conductors [23,24] and HF compounds [25,31], and was
attributed to the opening of a gap (�) in the DOS. However,
the detailed mechanism behind the gap opening demands
separate analysis for different systems.
QP relaxation in a system with a narrow gap, such as

superconductors and HFs, can be approximated by the RT
model [27]. Here, the recovery process is governed by the
decay of electrons with energies larger than the gap, via the
emission of high frequency bosons that can subsequently
reexcite electron-hole pairs. The RT model has been
applied to many materials [24,25,28], using the equations

nTðTÞ ¼ Að0Þ=AðTÞ � 1; (1)

��1ðTÞ / ½�ð�nT þ 1Þ�1 þ 2nT�ð�þ �T�4Þ; (2)

where nTðTÞ is the density of thermally excited QPs, and�,
� and � are fitting parameters. In these equations, we

employ the standard form of nT : nT / ðT�Þpe��=T [25],
where the choice of p (0< p< 1) depends on the shape of
the DOS.
We can use the RT model to gain more insight into the

processes characterized by �s and �e. To model these
processes, we use p ¼ 0:5, which represents the DOS
with a shape similar to that of BCS superconductors, as
previously used for heavy fermion systems (Fig. 2) [25].
We can then fit �e [Figs. 2(c) and 2(d)] using a
T-independent constant gap �e, with a value of
11.8 meV. Modeling �s is more complicated, as the sharp
change across T� necessitates that we fit the data differ-
ently above and below T�. At higher temperatures
(T > T�), we can fit �s using a BCS-like T dependence

(a)

(b)

(c)

(d)

FIG. 2 (color online). T-dependence of amplitudes Aj and
excited quasiparticle densities njT (j ¼ s, e), corresponding to

the relaxation times �s [(a) and (b)] and �e [(c) and (d)],
respectively. The red solid lines are best fits to the data using
the RT model. The dashed line in (a) is an amplitude fit using a
BCS-like T-dependence to obtain the value of AsðT ¼ 0Þ for
fitting �sðT > T�Þ [24].FIG. 1 (color online). Temperature-dependent �R=R data for

USb2. The solid lines show the extracted nonoscillatory back-
ground decay. The insets show the dynamics at short time scales
for two temperatures (40 K and 200 K). The arrows indicate the
corresponding decay processes.
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for the gap: �s ’ 46:1ð1� T=TNÞ0:5 (meV). However, at
lower temperatures (T & T�), �s can be fit with neither a
BCS-like T-dependent gap nor a constant gap. Therefore,
we assume a gap with a simple T-dependent form: ��

s ¼
��

sð0Þð1� T=T�Þ�, where � is also a fitting parameter.
With this assumption, we find that �sðT & T�Þ can be
reproduced well using ��

s ’ 12:8ð1� T=T�Þ0:05 (meV).
The excellent agreement between the experimental results
and the curve fits confirms our initial expectation of a gap
opening. We note that the number and functional form of
the gaps used to fit our data was the simplest possible
choice; efforts to fit our data with only one gap, or with
two T-independent gaps, were unsuccessful (please see
Supplemental Material [29] for more detail).

The quasidivergence of �s at the Néel temperature sug-
gests a QP gap opening (measured by �s) due to the onset
of magnetic order. In USb2, this magnetic order contains
contributions from both spin and orbital polarization.
Simultaneously, conditions for a possible Fermi surface
nesting appear because of parallel boundaries existing
between hole and electron pockets in this system
[9,11,12,32]. This is similar to the previous observation
of a spin density wave gap in the itinerant antiferromag-
netic actinide UNiGa5 [31].

More interestingly, our analysis indicates that two addi-
tional gaps open up at lower temperatures (��

s and �e),
which we focus on below. Previous ultrafast optical studies
on HFs [25] have shown that such small gaps are typically
due to hybridization between the localized 5f electrons
and the conduction electrons. However, such hybridization
alone cannot explain the extremely narrow band below
the Fermi level and the kink structures observed in pre-
vious ARPES studies on USb2 [13–15] [Fig. 3(c)].
Reference [15] shows that electron-boson mediated pro-
cesses also contribute to these features, where the bosons
participate in interband electron scattering. Therefore, we
need to consider both of these potential contributions in
discussing the origin of ��

s and �e.
We have performed a theoretical analysis of the

electronic structure that incorporates both hybridization
between f electron bands and conduction bands as well
as boson-mediated processes. To illustrate this, the
calculated results along the �-X direction are shown in
Figs. 3(a) and 3(b). In our calculations, the noninteracting
or bare bands are obtained from local density approxima-
tion calculations, and boson-mediated band hybridization
is introduced via interband scattering [15]. Figure 3 clearly
shows that boson-mediated band renormalization can lead
to multiple gaps and/or kink structures away from the zone
center at or near the Fermi level. More specifically, our
calculations produce indirect charge gaps at the Fermi level
with a magnitude of �10–15 meV for both hole- and
electronlike bands.

These predicted values agree well with current experi-
mental findings. Previously, it was not possible to compare
the calculation to the original ARPES data over the full
Brillouin zone [13–15], since the features away from the

zone center were very hard to discern due to the rapidly
decreasing signal intensity for high k values. Here, we use
a recent data reduction method involving the 2D Fermi
surface curvature [33] to identify those features [Fig. 3(d)],
allowing us to show that the complex multigap structure
predicted by theory indeed agrees well with the ARPES
data. Thus, we propose that boson-mediated many-body
interactions play a prominent role in band renormalization
at or near the Fermi surface and contribute to the low-T gap
openings observed here. However, understanding the
nature of the QP states associated with the band gaps ��

s

and �e, as well as the type of boson involved, requires
further evaluation.
We can gain more insight on these issues by carefully

considering the oscillations in the �R=R signal. It is
generally accepted that these terahertz frequency oscilla-
tions, due to coherent optical phonons, are initiated
either via the displacive excitation of coherent phonons
[34] or a photoexcitation-induced Raman process [35].
A Fourier transform (FT) of the oscillation reveals only
one frequency component [Fig. 4(a)]. This allows us
to fit this signal with the expression ð�R=RÞosc ¼
Ae��t sinð2��tþ�Þ, where � and � are the damping

FIG. 3 (color online). Multiple gaps and kinks revealed
by ARPES measurements on USb2 at 12 K. Panels (a) and
(b) show the calculated bare bands and the renormalized bands
when including boson-mediated band renormalization [43],
respectively. Panel (c) shows the original ARPES data [13,15],
including the single gap-and-kink structure. Panel (d) shows data
from (c) reduced with the 2D curvature method [33]. Multiple
gap structures are marked with red arrows, with their energy
scales indicated by red horizontal lines. Blue arrows mark kinks
in the dispersion due to band renormalization.
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rate and frequency, respectively [Fig. 4(a)]. The fitted T
dependence of � and � is shown in Figs. 4(c) and 4(d), and
clearly demonstrates that both parameters depend almost
linearly on the temperature above T� (�45 K) but exhibit
more complicated behavior for T & T�.

The T-dependence of � and � is typically explained by
the anharmonic effect [36–38]. This effect usually includes
contributions from lattice thermal expansion (Grüneisen
law) and anharmonic phonon-phonon coupling. We can
thus model the experimentally measured � and �, includ-
ing these contributions, using [36–38]

!ðTÞ ¼ !0 þ�!ð1ÞðTÞ þ A1½1þ 2nð!0Þ�; (3)

�ðTÞ ¼ A2½1þ 2nð!0Þ�; (4)

where ! ¼ 2��, nð!Þ ¼ ½e@!=kBT � 1��1, and the shift

�!ð1Þ from thermal expansion is given by �!ð1ÞðTÞ ¼
!0½e�	

R
T

0
ð�cþ2�aÞdT0 � 1�. Thermal expansion factors

�i (i ¼ a, c) are obtained from Ref. [39]. Figures 4(c)
and 4(d) demonstrate that the above model can explain the
T-dependent behavior of � and � above T�. However, it
fails to capture the phonon softening in � (relative to the
model prediction) and the wiggle structure in �, which both
appear below T�.

Conventional magnon-phonon coupling cannot contrib-
ute to the large phonon softening below T�, since there is
no obvious change of �ðTÞ across TN (see Supplemental
Material [29] for more detail). However, it is clear that this
softening happens at the same temperature (T�) where the
gap ��

s opens, suggesting that both phenomena are closely

related. We first note that��
s should be spin related, since it

is derived from �s, which diverges when the QP gap opens
at TN . This is further supported by the fact that a low
energy spin excitation appears below T� in specific heat
measurements (see Supplemental Material [29]). These
observations indicate that magnons participate in the
boson-mediated band renormalization below T�, leading to
the opening of ��

s . This band renormalization increases the
effective mass of the bands at the Fermi level with respect to
the bare band structure, increasing their DOS. This in turn
increases the density of QPs near the Fermi surface, which
enhances the screening of atomic forces, leading to the
phonon softening seen in our experiments. The observed
phonon softening thus provides further evidence for boson
(magnon)-mediated band renormalization [40].
At Ty (�30 K), the gap �e opens, which is associated

with an additional band renormalization at the Fermi level,
and in principle could influence phonon softening.
However, we did not observe any clear change in �ðTÞ
around Ty [Fig. 4(c)]. This implies that any enhancement
of the DOS associated with �e does not lead to an observ-
able phonon frequency change, indicating that boson-
mediated band renormalization is not the origin of �e.
Instead, this gap is likely due to f-d hybridization, as in
other HF materials. This is supported by the fact that �e is
constant below Ty, consistent with previous findings [25].
In contrast, ��

s , which deviates from a constant T depen-
dence, has a more complex origin (i.e., boson-mediated
band renormalization). More importantly, this reveals that
the QP states at or near the Fermi level associated with ��

s

and �e are quite different.
The damping rate � of a coherent phonon with energy

Eph (¼h�) will be strongly enhanced upon a gap (�)

opening if Eph > �, due to increased coupling between

the phononic and electronic degrees of freedom. In con-
trast, � will be unaffected for Eph < � [41,42]. Here, there

are two gaps, ��
s and �e, which successively open as T

decreases. From Fig. 4(b), we can see that: (1) for T < Ty,
Eph is always larger than �e; (2) for T * Ty, Eph is greater

than ��
s . Thus, as shown in Fig. 4(d), the damping rate �

below T� should be always greater than that resulting from
only considering the anharmonic effect, since Eph is always

greater than one of the two gaps. In addition, since ��
s

gradually increases as T decreases, Eph is smaller than ��
s

below �Ty. Therefore, the damping associated with
��

s decreases as T decreases from T� to Ty (�30 K).
Based on these considerations, the dependence of � on T
is qualitatively expected to show the behavior in Fig. 4(d).
Clearly, T-dependent phonon damping can intuitively
reflect the temperature evolution of the gap structure(s)
in strongly correlated systems.
In conclusion, we used ultrafast optical spectroscopy to

shed light on the detailed electronic structure of USb2.
T-dependent QP relaxation revealed the opening of three
gaps at different temperatures, Ty, T�, and TN . The mag-
nitudes of these gaps agree well with previous ARPES

(c)

(d)

(a)

(b)

FIG. 4 (color online). (a) FT spectrum (main panel) of the
extracted oscillation ð�R=RÞosc and its fit (red line) at 60 K
(inset). (b) Temperature evolution of the gaps �e and ��

s

compared with the phonon energy (dotted line) for T < T�.
(c) The T dependence of the oscillation frequency � and
(d) the damping rate �. The red solid curves are fits to the
data using the anharmonic effect model.

PRL 111, 057402 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

2 AUGUST 2013

057402-4



results and boson-mediated band renormalization calcula-
tions. Strong phonon energy renormalization below T� also
indicates that magnons are the bosons involved in band
renormalization, which greatly increases the QP effective
mass at the Fermi level. Overall, these findings signifi-
cantly enhance our understanding of the complex emergent
states in USb2, as well as in other f-electron systems.
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