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We propose a design for molecular charge qubits based on �-conjugated block copolymers and

determine their electronic structure as well as their vibrational active modes. By tuning the length of

the oligomers, the tunnel coupling in the charge qubit and its decoherence properties due to molecular

vibrations can be chemically engineered. Coherent oscillations result with quality factors of up to 104 at

room temperature. In turn, the molecular vibrational spectrum induces strong non-Markovian electronic

effects which support the survival of quantum coherence.
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Nowadays, quantum information is recognized as a
physical quantity represented and processed in the form
of qubits being governed by the laws of quantum mechan-
ics [1]. Many microscopic systems can be used as qubits
[2], but for a successful realization of a quantum comput-
ing architecture, a central criterion is a long coherence
time, which should be longer than typical gate operation
times [3]. Solid-state nanostructures have a high degree of
scalability. Spin qubits [4,5] have long coherence times
[6,7], but information access is often difficult. Charge
qubits [8,9] allow easier coupling to electric fields but,
for the same reason, suffer from rapid decoherence.

When growing semiconductor heterostructures, the
properties of the charge carriers are controlled via band
engineering. The design principles can be transferred to
molecular systems to design molecular heterostructures
with �-conjugated oligomers [10]. Organic �-conjugated
polymers have received great attention since the discovery
of their metallic conduction under doping conditions [11].
In their undoped form, conjugated polymers are intrin-
sically semiconductors which uniquely combine the
electronic properties of semiconductors with low cost,
versatility of chemical synthesis, ease of processing, and
flexibility. Most importantly, their molecular energy scales
are much larger than in their inorganic counterparts. Hence,
temperature effects are negligible even at room tempera-
ture. Organic heterostructures do not suffer from interfacial
stress since the heterojunction is a chemical carbon-carbon
bond. They can be synthesized by ‘‘wet chemistry’’ [12]
and STM polymerization [13] with a spatial precision on
the order of 1 nm. Long, highly regular, and well-separated
polymer chains are formed. Isolated micrometric polydia-
cetylene (PDA) chains exhibit quantum spatial coherence
limited only by the chain length [14]. Long coherence
times have been observed in poly[2-methoxy,5-(2’-ethyl-
hexoxy)-1,4-phenylene-vinylene] chains in solution at
room temperature [15]. Moreover, individual ladder-
type �-conjugated polymers [16] can be addressed spec-
troscopically and exhibit narrow spectral emission lines,
weak interaction with the environment, and rather weak

coupling to vibrational modes [17]. A molecular resonant-
tunneling diode on the basis of a PDA/ZnPc/PDA
molecular nanostructure has been suggested [18] which
could operate in air at room temperature and carry nega-
tive charges. Moreover, the spectral and electronic prop-
erties of �-conjugated copolymers have been shown to be
remarkably resilient under structural variations [19]. They
can carry Coulombically bound polaron pair spins which
show surprisingly long phase coherence times up to sev-
eral hundreds of nanoseconds at room temperature [20]
and can be controlled by electrically detected spin echoes.
Clear singlet-triplet spin Rabi oscillations have been
reported as well [21].
Here, we propose to design molecular charge qubits

from �-conjugated block copolymers. We obtain the
electronic energies from quantum chemical calculations
and design a molecular double quantum dot (DQD)
with energy splittings @�> kBT at room temperature.
Furthermore, we determine the vibrational spectrum, i.e.,
the infrared (IR) active modes, believed to provide the
dominant dephasing channel of the charge qubit. This
design can be realized by single �-conjugated molecular
heterostructures spanned between a substrate and the tip of
an atomic force microscope. This also allows us to address
the qubit by voltages with minimal environmental influ-
ence. The readout of the charge qubit can be done, e.g., by
spectroscopic techniques [22]. We extract a tractable
dynamical model and determine the coupling strength
between the charge qubit and the IR fluctuations. Varying
the length of the oligomers allows us not only to engineer
the electronic energies but also the fluctuation spectrum
with the possibility to minimize dephasing. To calculate
the dissipative dynamics in the presence of strongly non-
Markovian IR fluctuations, we use the numerically exact
quasiadiabatic path integral. We find rather long coherence
times and large quality factors of up to 104 at room
temperature. We show that they are induced by the strongly
non-Markovian electronic dynamics.
Electronic states.—We design �-conjugated block

copolymers (see Fig. 1) such that two electronic states
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are spatially localized in separated regions of the molecule.
Undoped organic �-conjugated polymers are intrinsic
semiconductors with a band gap �2 eV. Because of the
alignment of the frontier molecular orbitals [10,23],
organic heterostructures with three-dimensional confine-
ment of the charge carriers can be constructed to form a
DQD. We focus on a combination of ladder-type poly-
(p-phenylene) (l-PPP) [16] and PDA since the relatively
large offset of 1.4 eV in the conduction band permits
design versatility.

To determine the electronic properties, we combine the
unrestricted Austin model 1 [24] (AM1) for geometry
optimization with the extended Hückel method [25] for
single-point electronic-structure calculations with the
prefactor K ¼ 2:43 for the off-diagonal elements [10,23].
A single unoccupied confined electronic state within
the conduction band results from a molecular structure of
l-PPP/PDA/l-PPP, thus forming a quantum dot. Two such
quantum dots with a short barrier oligomer of l-PPP form a
double quantum dot. A charge qubit, with an excess elec-
tron localized in the left or right dot, is achieved by doping
the molecule single negatively forming a stable polymeric
radical anion [26]. Additional molecular cross-tie linkers
in the form of methylene bridges avoid twists of the phenyl
rings (see Fig. 1).

The resulting double well profile of the conduction
band for a DQD structure l-PPP/PDA/l-PPP/PDA/l-PPP
is depicted in Fig. 1. The energy splitting @� is the differ-
ence between the LUMO and LUMOþ 1 energy levels
which have been calculated after relaxation of the doped
molecular structure. It is controlled by the length of the
PDA ‘‘well’’ oligomer and the center ‘‘barrier’’ oligomer
l-PPP. Figure 2 shows @� as a function of the well and
barrier widths. The width of the lateral barriers is kept large
enough to avoid edge effects in the confined energy levels
due to the finite size of the molecule. We find energy
splittings on the order of hundreds of meV and thus from
@�� kBT to @� � kBT at room temperature.

Vibrational states.—Quantum information processing
relies on long coherence times of the qubits. The charge
qubit in the proposed setup will couple directly to

electromagnetic fluctuations and thus also to the active
IR excitations of the molecular structure. An example of
the IR spectrum for the case ðX; YÞ ¼ ð3; 2Þ calculated by
the AM1 method after including the molecular relaxation
due to the single additional electron [27] is shown in Fig. 3.
The other cases yield similar spectra (not shown). Roughly,
three groups of modes exist: bands with �� 1000 cm�1

correspond to vibrations and rotations with twisting and
wagging modes outside and scissoring and rocking modes
inside the molecular plane; meanwhile, stretching modes
for aromatic and aliphatic C-C double bonds are observed
around 1500 and 2200 cm�1, respectively. Thus, the split-
ting energy @� covers the same range of energies as the
IR modes (see Figs. 2 and 3). Engineering the molecular
structure allows us to choose � in relation to the IR
spectrum and thus to trim not only the electronic energy
splitting of the charge qubit but also its damping behavior.
We discuss five molecular heterostructures, which have
N ¼ 0, 1, 2, 3, and 4 main IR bands at energies below
@�N (see Table I). Next, we determine the coupling
between the electronic charge qubit and the IR active
modes and establish a tractable model.
Model.—We restrict our considerations of the electronic

degrees of freedom to the two states forming the charge
qubit (spin effects are neglected), described by a quantum
two-level Hamiltonian HS ¼ ð@=2Þð��z � ��xÞ. External
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FIG. 2 (color online). Splitting energy @� as a function of
the barrier and well widths for the symmetric DQD
l-PPP8=PDAY=l-PPPX=PDAY=l-PPP8.
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FIG. 1 (color online). Molecular structure and potential energy
profile for electrons within the conduction band for the
symmetric DQD l-PPP8=PDA3=l-PPP6=PDA3=l-PPP8. The two
energy levels of the confined electronic states are indicated by
the horizontal red lines. The wave functions are indicated
schematically by the shaded red areas.
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FIG. 3 (color online). IR spectrum (vertical red lines) of the
system l-PPP8=PDA2=l-PPP3=PDA2=l-PPP8. The solid blue,
green, and black lines correspond to the spectral density
Eq. (2) with � ¼ 5, 20, and 50 cm�1, respectively.
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electric fields couple to the charge position �z, causing an
asymmetry � (in general, time dependent). Because of the
lacking point symmetry of the molecular structure, small
static biases � may arise (increasing with decreasing N).
In the following, we neglect this possibility for simplicity
(setting � ¼ 0) since we expect only small quantitative
changes in the dynamical properties. We are interested in
the dynamics of the charge qubit and thus treat its coupling
to the IR active modes within an open quantum system
approach [28]. Therein, we model all IR modes as har-
monic oscillations [29] bilinearly coupled to the charge of
the qubit, resulting in a full Hamiltonian

H ¼ HS þ @

2
�z

X

i

giðai þ ayi Þ þ
X

i

@!ia
y
i ai (1)

with bosonic creation and annihilation operators ayi and ai,
oscillator frequency !i, and coupling constants gi.

Finally, we integrate out the bath degrees of freedom, and
the influence on the qubit dynamics is fully characterized
by the spectral density [28] Jð!Þ ¼ ð�=2ÞPig

2
i �ð!�!iÞ.

Using the AM1method, we obtain a structured IR spectrum
�ð!Þ ¼ P

iIi�ð!�!iÞ (Fig. 3) with frequencies !i and
intensities Ii. IR modes couple to the charge of the DQD in
the same way as to external electric fields, and accordingly
we assume Jð!Þ¼���ð!Þ with a scaling factor ��Oð1Þ.
Thus, �Ii � ð�=2Þg2i . We model each peak in the IR spec-
trum by a Lorentzian [30,31] with width �i. The widths are
generated by the coupling of the IRmodes to environmental
charge fluctuations (from a solvent or substrate) which also
generate an Ohmic background spectrum; thus, Jð!Þ / !
for small frequencies. In order to maintain the structure of
�ð!Þ but allow an Ohmic background, we fix �Ii=!i ¼
~		i�i with another scaling factor ~	. Thereby, we have
chosen 	imax

¼ 1 and 	j ¼ ðIj=Iimax
Þð!imax

=!jÞ. This leads
to the spectral function

Jð!Þ ¼ !
X

i

	i�
2
i

ð!�!iÞ2 þ �2
i

¼ �!
X

i

	iLið!Þ (2)

with Lorentzians Lið!Þ ¼ �i=½ð!�!iÞ2 þ �2
i �. The ratio

�=~	 which relates the widths �i with the coupling strength
of the IR modes to the DQD cannot be determined by our
approach. However, the coupling strength can be estimated
once the ratio is chosen. Thus, we fix �=~	 ¼ 1. We also

assume an equal width for all peaks, i.e., �i ¼ �, which
then determines also the overall coupling strength between
qubit and IR modes. In order to get a tractable analytical
expression for the spectral density, only IR modes with an
intensity Ii � 0:01Iimax

are included. Modes with lower

intensities are not resolved within the Ohmic background.
The final extracted vibrational spectrum is plotted in Fig. 3
for the case N ¼ 3.
Electron-vibration coupling.—To calculate the coupling

strength between the electronic states and the vibrational
modes, we redetermine the energy splittings while the
nuclear coordinates are displaced according to the mode
with maximal intensity in the IR spectrum. This mode has a
maximal electronic coupling strength and should exhibit
a maximal shift of the energy splitting. Using AM1, we
obtain the eigenvectors of the corresponding mode and
displace all atoms accordingly. The largest molecular
structure (�0) has its maximal IR mode at ! ’
2127 cm�1 ¼ 0:26 eV with the corresponding force con-

stant k ¼ 193 eV= �A2 as follows from the curvature at the
potential minimum. We introduce nuclear displacements
corresponding to a potential energy Epot ¼ ð1=2ÞkPjr

2
j ¼

8:3 eV, thereby displacing each atom in its normal mode
direction by one unit of the oscillator length and summing
over all atoms j. This displaced nuclear configuration is
then used to recalculate the electronic states, and we

obtain an energy splitting EðdisÞ ’ 2325 cm�1. Typically,
displacements generate an energy difference �0 for the
electron in one of the two wells rather than modifying
the tunnel coupling between the two wells. The energy
splitting for an according two-level system is then

EðdisÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2

0 þ �20

q
, whereas in equilibrium E ¼ �0.

The displacements used correspond to the Epot=! ’
32nd excited state of the considered mode, leading to

�0 ’
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðEðdisÞÞ2 þ�2

0

q
� �0 ’ 926 cm�1. In turn, a single

excitation of this mode corresponds to displacements

smaller by a factor
ffiffiffiffiffiffi
32

p
. We assume the electronic

qubit states to couple bilinearly to vibrations, i.e.,

/ ð1=2Þ�zgjðaj þ ayj Þ. Hence, all nuclei are maximally

displaced relative to a single excitation in the mode !.

This results in an energy difference �0=
ffiffiffiffiffiffi
32

p
which we

identify with the coupling constant gimax
. Thus,

� ¼ ð�=2Þ g2imax

!imax
	imax

’ 20 cm�1 ’ 2:5 meV:

We note that more elaborate ways to calculate the elec-
tronic level widths for different environments are available
[32,33]. The structural deformation due to the pseudo-
Jahn-Teller effect [34] is negligible since � � �N , in
contrast to the cases where a strong coherent electron-
vibrational coupling leads to qualitative modifications of
the electron dynamics [35,36].

TABLE I. Molecular heterostructure l-PPP8=PDAY=l-PPPX=
PDAY=l-PPP8 whose electronic dynamics is determined by
@�N and influenced by N main vibrational bands.

N @�N [meV] @�N [cm�1] (X, Y) Size [Å]

0 98.8 797.0 (8, 4) 137.6

1 125.7 1014.1 (6, 3) 119.5

2 147.4 1188.8 (7, 2) 113.7

3 253.3 2043.1 (3, 2) 97.2

4 382.7 3086.9 (2, 2) 93.0
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Dynamics of the charge qubits.—For all cases here,
@� * kBT for T ¼ 300 K and thermal effects are negli-
gible. All results reported below are for T ¼ 300 K. We
study the time-dependent population difference PðtÞ ¼
h�zit ¼ tr½
ðtÞ�z� of the left and right well. The reduced
density matrix 
ðtÞ is calculated with a quasiadiabatic path
integral [37], which is a numerically exact deterministic
iteration scheme for nearly arbitrary spectral functions at
finite temperatures. We assume an initial preparation 
ð0Þ
in the left well, and the bath is in thermal equilibrium at
temperature T. We find very long electronic coherence
times as shown in Fig. 4 for all cases. For � ¼ 20 cm�1,
we obtain decoherence times of T1;N ¼ 9, 10, 5, 10, and
24 ps for the configurations N ¼ 0, 1, 2, 3, and 4, respec-
tively. These should be compared with the intrinsic oscil-
lation period of 7, 5, 4, 3, and 2 fs, yielding quality factors
QN ¼ 1465, 1919, 1123, 3870, and 14203 for the respec-
tive heterostructures. We have investigated electron-
vibration coupling strengths up to 250 cm�1. [The N ¼ 3
case is shown in Fig. 4(a)]. Coherence times decrease with
increasing coupling, but for a fixed �, the coherence times
increase with �N [see Fig. 4(b)]. In turn, the influence of
the vibration spectra changes little since the reorganization
energy [28] � ¼ R1

0 d!Jð!Þ=ð�!Þ ¼ �
P

j	j differs little

between the different cases N. We emphasize that @�N

is not in resonance with any vibrational mode in any of
the five cases, which—together with the lacking point
symmetry—excludes possible pseudo-Jahn-Teller effects
[34]. Put differently, no significant polaron formation
occurs. In such a case, the reorganization energy would
not be a useful measure for the dephasing influence of the
vibrations due to the breakdown of the Franck-Condon
approximation. Moreover, due to the spectral overlap
around 1500 cm�1, an effective broad single mode is

formed. Still, the qubit dynamics is coherent over rather
long times. Thus, we conclude that the design of the
molecular heterostructure allows us to chemically engineer
the coherence times. Similar chemical engineering was
shown for molecular spin systems [38].
Non-Markovianity.—With increasing �N , the relevant

vibrational IR bands shift from !j > �0 to !j < �4.

The peaks at frequencies !j < �N induce strong non-

Markovian behavior [39]. Coherent dynamics can be sus-
tained longer by a coherent exchange of energy between
the electronic and vibrational degrees of freedom, leading
to a dynamical storage of coherence in vibrations which
typically have much longer coherence times as compared
to electronic degrees of freedom. In order to quantify the
non-Markovian effects here, we use a measure [40] based
on the trace distance of two quantum states 
1 and 
2

defined as Dð
1; 
2Þ ¼ ð1=2Þ trj
1 � 
2j, where jOj ¼ffiffiffiffiffiffiffiffiffiffiffi
OyO

p
. It measures the distinguishability of the two quan-

tum states 
1;2, satisfying 0 	 D 	 1. Under a Markovian

evolution, any two initial states become less distinguish-
able as time increases since information flows only from
the system to the environment. Conversely, a dynamical
process is defined as non-Markovian if the distinguish-
ability of the pair increases during finite time intervals by
backflow of information from the environment to the
system. The non-Markovianity

N ¼ X

i

½Dð
1ðbiÞ; 
2ðbiÞÞ�Dð
1ðaiÞ; 
2ðaiÞÞ� (3)

sums over all time intervals (ai, bi) in which D increases.
N may be calculated for finite-dimensional systems only
for the few physically relevant initial states [41]. Here,
these are 
1=2ð0Þ, being in the left or right well. Figure 5

shows N for increasing �. The corresponding trace dis-
tances are shown in the inset. We observe an increase of
non-Markovian effects for increasing � until a maximum is
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reached, beyond which N is decreasing again. The maxi-
mum inN is related with the maximum electron-vibration
coupling, which is larger for smaller systems 0 ! 4.
This shows that non-Markovian behavior can be exploited
as a resource of quantum coherence.

Conclusions.—We have proposed a molecular design
of electronic charge qubits based on ladder-type poly-
(p-phenylene) and polydiacetylene �-conjugated poly-
mers, which can serve as the basic elements of a quantum
information processor. It can, in principle, operate at room
temperature. By tuning the length of the l-PPP and PDA
oligomers, the tunneling couplings as well as the dephasing
properties can be chemically engineered. Typical quality
factors of 104 result. Localized vibrational molecular
modes induce strong non-Markovian effects, which can
help to improve coherence. The experimental verification
of these molecular architectures seems feasible by modern
technology. Further investigations will elucidate the role
of a possible substrate or a solvent.
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